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Abstract— In special session in memory of Prof. J. A. Kong at PIERS 2008, Cambridge,
studies on electromagnetic guided waves in irregular waveguides, and scattered field in random
media for microwave and millimeter wave technologies and optical technologies are discussed.
Further, recent X-rays problems in random biological media are shown. Wave filtering for signal
and image processing are also discussed.

1. INTRODUCTION

Prof. J. A. Kong investigated electromagnetic characteristics in complex anisotropic and moving
media, since 1967. And later, electromagnetic scattering by periodic structures and in random
surfaces and media for remote sensing technologies were investigated. After 2000, he studies on
electromagnetic wave properties of artificial meta materials and application to antenna problems [1–
3].

In 1964, I presented mode conversions and reflections in irregular millimeter waveguides such
as tilted and bent waveguides using conformal mapping method with integral equations [4]. Using
asymptotic methods, mode conversions and reflections in millimeter waveguide junction between
conical and circular waveguides were discussed in 1968. After 1965, I studied guided and scattered
waves of optical waveguides with inhomogeneous and random refractive index distributions and
random boundary surfaces, and further, investigated asymptotic fields in beam waveguides [5–7].
Mode filtering characteristics in millimeter waveguides and optical waveguides were studied for
signal processing of high bit transmissions. Integrated optics with anisotropic crystals for optical
modulators and isolators were also discussed using hybrid vector field equations. Optical wave
coupling and mode conversions in acousto-optic waveguides with periodic structures induced by
surface acoustic waves were also studied [8–10]. Optical scattering of laser beams in random
media were shown [12]. Beam scatterings and reflections on curved complex dielectric surfaces
were studied by spectral functions. This method could be applied to space-time response analysis
of electromagnetic beams for remote sensing. Numerical calculation of sub-surface radar pulses
in random media was studied by FDTD techniques. Analysis of electromagnetic wave scattering
characteristics for satellite microwave remote sensing was also shown by FDTD method. These
FDTD methods for scattering analysis of sensing could be applied to time response of automobile
radar for auto cruising, and measurement analysis of water film sensor using microwaves [13].

For high bit-rate wireless communications and wireless LAN, FDTD method was used to analyze
radio propagation in big urban areas with combinations of streets and buildings, and also, in indoor
areas with several rooms through open doors [14]. Recently, for optimum design of RFID for school
children securities, FDTD methods could be applied to study on radio propagation around schools.
Also, for WiMAX wireless communications, FDTD methods are applied to analysis of propagation
and scattering characteristics of microwaves over forests and through rain falls.

For X-ray fibers and devices, electromagnetic theoretical analysis is shown for propagation, fo-
cusing and attenuation characteristics in X-ray waveguides with bent and tapered parts [7]. X-ray
scattering in bio-medical media with nano-meter structures of atoms are studied by statistical
theory of electromagnetic waves, and also numerical methods of FDTD techniques, using corre-
lation functions of random indexes [15]. Spatial filtering characteristics of waveguide-type grids
are discussed for scattered field filtering to obtain precise image diagnosis. These theoretical and
numerical methods are also applied to cases of optical and acoustical CT techniques for medical
diagnosis [16].

2. ELECTROMAGNETIC WAVES IN PERTURBED DIELECTRIC WAVEGUIDES

This section considers the electromagnetic field in the irregular dielectric waveguide perturbed from
the normal straight waveguide. The waveguide with the refractive index ε1 = ε

(1)
1 + ε

(2)
1 which is
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surrounded by the dielectric material of constant ε2 = ε
(1)
2 + ε

(2)
2 is bent in (X, Y, Z) space and

its cross section may be nonuniform. The conformal transformation given by the metrical relation
ds2 = dX2 + dY 2 + dZ2 = h2

xd2
x + h2

yd
2
y + h2

zd
2
z, where hx = h1(x, y)h2(x, z), hy = h1(x, y)h3(y, z),

hz = h2(x, z)h3(y, z),
∣∣∣dŻ

dż

∣∣∣ = h2 etc., (for example, in case of bend on the XZ plane whose radius

is R, X + jZ = R(1 + x/R)j z

R , hx = hy = 1, hz = 1 + x/R) maps the deformed waveguide
into the straight waveguide. The wave equation and the boundary condition in (X, Y, Z) space
are transformed into following equation in (x, y, z) space, representing in a form of the functional
analysis as follows, using wave operators Lε and LF ,

LE = J + LεE + LF E (1)

Figure 1: Randomly inhomogeneous waveguide with
irregular bend.
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Figure 2: Curved waveguide in a new coordinate
system.

For random refractive index ε(2)(r), correlation functions are assumed to be
〈
ε(2)(r)ε(2)(r′)

〉
= ε′2

〈
ε(2)(x, y)ε(2)(x′, y′)

〉〈
ε(2)(z)ε(2)(z′)

〉
(2)

For axial randomness of the refractive index and random bent, correlation functions are

〈
ε(2)(r)ε(2)(r′)

〉
= 〈δεz〉 e−

|z−z′|
γzr cos

|z − z′|
γzi

For dominant (0, 0) mode incident case, intensities 〈J〉 is given as, at the output, when intensities
of (m, n) modes are 〈Jmn〉, using mode conversion coefficients

〈J〉 = 〈J00〉+
∑

m, n 6=0

〈Jmn〉 (3)

where, 〈J00〉 = 1− ∑
m, n6=0

〈Jmn〉 = 1− ∑
m, n 6=0

[F (t)
mn · SzF

(z)
mn + SRF

(R)
mn δm1δn0].

When a gradient fibre with the parabolic index profile has lossy inhomogeneous cladding with
ε1 = ε′(1− (`tr)2 + DIV (`tr)4 + DV I(`tr)6) where DIV, V I = D

(r)
IV, V I − jD

(i)
IV, V I are complex coeffi-

cients, propagation constants βmnx, y and attenuation constants −Imβmnx, y = αmnx, y of the (m, n)
mode are obtained as follows, for the linear polarization in the x and y directions.

βmnx, y = β1



1− (2n + 2m + 2)

`t
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t

β2
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−
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t
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1− 2D
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)
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n

)
+

(
n
m

)
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(r)
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4
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t
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1

Amn +
D

(r)
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8β3
1

`3
t Bmn

}1/2

(4)
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and

αmnx, y =
D

(i)
IV

2

{
`2
t

β1

Amn

4
+

`3
t

β2
1

[
3

(
m
n

)
+

(
n
m

)
+ 2

]}
+

D
(i)
V I

16β2
1

`3
t Bmn (5)

Some numerical examples are shown in Fig. 3 for the mode filtering properties of lossy inho-
mogeneous claddings. When the maximum mode number of guided modes in the gradient fibre of
ε1(r) = ε′[1−(`tr)2], r ≤ a, ε2 = ε′[1−(`ta)2], r ≥ a is approximately (M, N), M+N+1 ∼= β1`ta

2/2,
the scattering loss due to mode conversion for the dominant mode excitation at the input and output
pulses are shown in Fig. 4, for several filtering parameters D

(i)
V I of lossy inhomogeneous claddings.
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Figure 3: (a) tan δ distribution in graded-index fibre with lossy inhomogeneous cladding. (b) Attenuation
constant 2αmn of guided (m, n) mode, β1 = 107 (m−1).
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Figure 5: Coupled waveguides controlled by SAW.
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3. SWITCH AND FILTERING OF GUIDED MODES BY SAW

When permittivity variations of waveguides are assumed to be ∆ε(i)(r) for waveguide (I) and (II),
electromagnetic fields Ê(r, ω) are given

∇×∇× Ê(r, ω)− µε
(i)
j ω2Ê(r, ω) = −ω2µ∆ε(i)(r)Ê(r, ω) (6)

SAW propagating in the middle layer of coupled waveguides induces variations of permittivity

∆ε(i) =
∑

a

ua (rt) e−jβaz (7)

Guided waves are given as

Êi(rt, ω) =
∑

a

aαi
(z)φαi

(r, ω)e−jβai
z (8)

Using coupling coefficient c, mode amplitude bj of wavelength λj in waveguide I, II is given

|bj | = |c|2
|c|2 + |∆β|2 sin2

(√
|c|2 + |∆β|2z

)
(9)

where, ∆β = βα ± |∆β′|, ∆β′ = |βi − βj |. Fig. 6 shows optical filtering switch by SAW for coupled
waveguides.
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Figure 6: Optical filtering by SAW.

4. OPTICAL SCATTERING WAVES IN RANDOM MEDIA

Optical transmitted and scattered waves through random media are studied by statistical theory
in two dimensional case. Optical waves are incident on random media (I) (0 ≤ z ≤ `) from left
side in Fig. 7. Incident optical wave has y-direction linearly polarization E = φ(x, z)iy. Dielectric
constants of random media (I) are εt = ε + ε∆η(rt) where ∆η is random function and ε = ε′− jε′′.
The electric field satisfies

∇2
xyE(rt) + k2E(rt) = −ω2ε∆ηE(rt) (10)

where k2 = ω2εµ = (kr − jki)2.
Incident Gaussian beam is

Einc (rt) = iy
A√

1− jζ
e−jk(z+z0)e

x2

x2
0(1−jζ) (11)

where beam parameters are ζ = 2(z+z0)
kx2

0
, beam waist is z = −z0 and beam spot size is x0.

We assume that the statistical average 〈∆η〉 of fluctuations in the sample is equal to zero and
the correlation function is defined by

〈
∆η

(
r′t

)
∆η

(
r′′t

)〉
= Bη

(
r′t − r′′t

)
(12)
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The correlation function is assumed to be Bη(ρt) = ∆η2e−ρ2/ρ2
0 with ρt = r′t − r′′t , where variances

of fluctuations are ∆η2 and correlation lengths of fluctuations are ρ0.
When ρ0 < x0, length of random media z` for coordinate (r, θ), we have scattering intensity as

shown in Eq. (13) and Fig. 8.

〈Is〉 = ir
k

ωµ

√
2π

16
∆η2A2k3x0ρ

2
0

1
|r|e

−k2ρ2
0 sin2 θ

2 e−2ki(z`+z0)z` (13)

3-dimensional scattering is shown similarly, as in Fig. 11 for incident Gaussian beam with beam
waist z = −z0, beam spot size r0, and polarization of τ direction,

〈Is〉 = iR
k4π1/2

32
I0

∑

i

r2
0zρ

3
0i∆η2

i sin2 (iR, τ)
`

R2
· e−k2ρ2

0i sin2 ϑ

2 (14)

Figure 7: Transmitted and scattered waves of optical
beam waves in random media.
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intensity. |Is|
|I0| = ∆η2(kx0)

(
z`

|r|
)

f , f =
√

2π
8 (kρ0)2e−(kρ0)

2 sin2 θ
2 .

5. SPACE-TIME PULSE RESPONSE OF ELECTROMAGNETIC BACKSCATTERING
FOR SENSING

Electromagnetic pulses of beam waves are radiated from antenna at height z = −z0 and transverse
position x = −x0, and are incident at the surface with incident angle θ0, as shown in Fig. 9. The
incident wave is TE wave with y-polarization of the electric field, and two dimensional model is
used. We define here that the region of incident wave is region I, the scattering object is region II’
and ground region is region II.

The incident beam pulse is

E(i)(r, t) =
1
2π

∫ ∞

−∞
V̂ (ω)Ê(i)(r, ω)eiωtdω (15)

where, the temporal function is, V(t)=e−(2t/T )2ejω0t and spectral function is, V̂(ω)=
√

πT
2 e−[(ω−ω0)T/4]2.

Boundary z = f(x) separates the region I and region II. Scattering object II’ may be a rectan-
gular target of height h and width 2W .

Electromagnetic fields E(1) and E(2) in the region I and II are represented, using oordinates
xn = xi, xr, xt.

Ên (rn, ω) =
∫ ∞

−∞
Ẽn (βtn) e−jβtnxn−j

√
k2

n−β2
tnzdβtn (16)

In Eq. (16), wave numbers kn are ki = kr = k1 = ω
√

ε∗1µ1 and kt = k2 = ω
√

ε∗2µ2, ε∗i = εi − jσ/ω
when region II’ is included in region II. And also βtn are βti, βtr and βtt. If βtn are small, and we
can use approximation of

√
k2

n − β2
tn
∼= ktn − 1

2
β2

tn

kn
− 1

8
β4

tn

k3
n

, Ẽn(βtn) can be expanded as series of
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Hermite Gaussian functions as

Ẽn(βtn)e−jβtnxn =
∞∑

m=0

amnfm (βtnxn) τn (17)

where

fm (βtnxn) =
1

(2mm!
√

π)1/2
e

x′2n
2 Hm

(
x′n

)
, x′n = βtnxn.

From the boundary condition of field continuity on the boundary of the earth z = f(x), spectral
function of reflected waves Er(βt) can be given by spectral function Br(βt) as

Br (βt) =
∫ ∞

−∞
e∓j

√
k2
1−β2

t f(x)e−jβtxϕ(0)(x)dx (18)

From Eq. (18), we obtain asymptotically scattered field of backward direction. The radar impulse
responses are derived in the results as dynamic responses due to targets on the earth, namely spatial
and temporal responses of backward scattering and bi-directional scattering. For TM incident beam
waves, the similar discussions are obtained.

Electromagnetic backscattering characteristics of car body imaging using scanning millimeter
wave radars can be analyzed by this spectral function method with synthetic aperture techniques,
as Fig. 10.
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Figure 10: Scanning millimeter wave radar.

6. SPATIAL FILTERING OF OPTICAL SCATTERED WAVES IN RANDOM
BIO-MEDICAL MEDIA

Medical image diagnosis using optical waves of lasers is very important technical tools for phys-
iological examination of human body interior structures. Image responses of optical transmitted
projection include, with optical absorption characteristics, optical scattering characteristics, that
disturb transmission properties through biological structures depending on optical absorption effects
due to biological characteristics consisting of atomic and molecular structure. Technical methods of
spatial filtering for optical scattering superposed on attenuated transmission waves improve image
diagnosis as shown in Fig. 11. Spatial filtering of grid structure yield exact image optical projec-
tion excluding scattering effects through physiological media. Spatial filtering characteristics for
off-axial scattering optical waves are given by mode propagation properties with large attenuation
for higher order modes in inhomogeneous waveguide-type grids.

Scattered fields of incident optical beams in bio-medical media (I) are given by Eqs. (13) and (14).
Waveguide type grid of region (II) filters scattered fields in bio-medical media of region (I), and
output fields of grid yield image fields of region (III) as shown in Fig. 11.
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If we describe filtering characteristics using spatial frequencies kx =
√

k2 − k2
z , in these three

regions, for t =I, II, III, Fourier components are

E(t) (kx) =
∫ ∞

−∞
E(t)(x)e+jkxxdx (19)

Filtering characteristics of lossy waveguide grids F̂ (k(II)
x ) are defined as

Ê(I)
(
k(I)

x

)
F̂

(
k(II)

x

)
= Ê(III)

(
k(III)

x

)
(20)

Figure 11: Optical scattering and optical grid.
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Spatial frequency k
(II)
x of lossy waveguide grid filter is proportional to mode number m. Fig. 12

shows filtering characteristics for spatial frequencies kx. Grid arrays shown in Fig. 13 consisting
of inhomogeneous waveguides with lossy clads as given in Eqs. (4) and (5) shows excellent spatial
filters for optical CT imaging.

Figure 13: Waveguide type grid structure for scattering filtering.

Lossy waveguides with absorption clad layers have large propagation losses for higher modes
and may have filtering characteristics of incident waves of large incident angles. When scattered
waves with scattered angles θ are incident to lossy waveguide (II) at the input z = zg1 from region
(I), fields in the waveguide region (II) can be expressed as, for one grid section,

E(II)
y (x, z) =

∑
m

amΨm(x)e−jβm(z−zg1), am =
∫ a+d

2

− a+d

2

Escatt (x, zg1)Ψ∗
m(x)dx (21)

where Φm(x, z) = Ψm(x)e−jβmz,
∫ a+d

2

− a+d

2

Ψm(x)Ψ∗
n(x)dx = δmn, βm = β

(r)
m − jβ

(i)
m . Mode coefficients

am show filtering characteristics. At the output of waveguide grids, z = zg2, only lower modes
propagate through lossy waveguides that couple with incident fields of small scattering angles and
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Table 1: Optical parameters of random media and lossy waveguide grids.

Parameters Values
f : Frequency of incident wave 300THz
λ0: Wavelength of incident wave 1 µm (c/f)
`y: Length of an analysis space (y) 150 µm (150λ0)
`z: Length of an analysis space (z) 100 µm (100λ0)
y0: Center point of incident beam 75 µm (`y/2 = 75λ0)
r0: Beam spot at z = z0 15 µm (r0/λ0 = 15)
∆s: Length of a cell 0.05 µm (∆s/λ0 = 1/20)
∆t: Time increment 1.15× 10−16 s
N : A number of polymers 2300
a: Length of a side of polymers 0.5 ∼ 1.0 µm (a/λ0 = 0.5 ∼ 1.0)
n∗: Refractive index of polymers 1.4− j0.001
n∗g: Refractive index of waveguide walls 2.0− j0.5
d: Width of waveguide walls 1 µm (d/λ0 = 1)
D: Distance of waveguide walls 5 µm (D/λ0 = 5)
`g: Length of waveguide walls 20 µm (`g/λ0 = 20)

higher modes that couple with high angle scattered fields can not pass through the waveguides.
Filtered fields in the region (III) are derived by, using Green’s function, for one grid section,

E
(III)
fil (x, z)=

∫ a+d

2

− a+d

2

{
−G

∂E
(II)
y

∂z
+ E(II)

y

∂G

∂z

}
dx

=
(
− j

4

) ∑
m

(jk + jβm)

√
2

πkz′
e−jkz′+j π

4 ame−jβmz′
∫ a+d

2

− a+d

2

e−j k

2z
(x−x′)2Ψm

(
x′

)
dx′(22)

where z′ = z − zg2 and am for large m is very small. When x0 is larger than core width, coupling
coefficients am are given by, using C2 = e−jksz′0e−jβmzg1 , β′ = ks sin θ

am =
∫ ∞

−∞
Escatt (x, zg1)Φm(x, z)dx = bmC2

∫ ∞

−∞
e−jksz′Ψm(x)dx,
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√
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Figure 14: Random bio-medical media and lossy
waveguide grids for scattering.

Figure 15: Electric field amplitude of transmitted
optical waves max |E(t)

x | at z = `z = 100 µm.

Coupling coefficients am show small mode coupling for large scattered angles and for large incident
angle θ, corresponding higher modes with large attenuation constants are coupled and filtered.
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Computer simulation of optical scattering in random bio-medical media consisting of polymer
particles with complex refractive indexes are studied by FDTD methods as Fig. 14.

Filtering characteristics of scattered fields by lossy waveguide grids are shown by FDTD method
in case of x-polarization in Fig. 15 for imaging processing of medical diagnosis. Filtering charac-
teristics of scattered fields by lossy waveguide grids for image processing are shown also in X-ray
and ultrasonic medical diagnoses.

7. CONCLUSIONS

Mode conversions concerned with Scattered fields in perturbed dielectric waveguides with irregular
bent and random dielectric constants in case of microwaves, optical waves and also X-ray, nanometer
electromagnetic waves are studied. Switch and filtering characteristics of optical waves in integrated
acousto-optic devices consisting of parallel coupled waveguide are discussed for multi-wavelengths
transmission systems of WDM technology. Periodical waveguide structures for mode couplings are
induced by SAW. Statistical properties of scattering fields in random media for Gaussian beams
are shown by using correlation functions for two and three dimensional spaces. Back scattering
characteristics by random surfaces are discussed by spectral function methods and applied to car
body imaging for auto cruising of ITS by scanning millimeter wave radars.

Medical diagnosis with spatial filtering of scattered fields by lossy waveguide grids are shown
for precise image processing of biological organizations in random biological media.
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Parallel Transmission: A Comprehensive RF Safety Concept

I. Graesslin
Philips Research Europe, Hamburg, Germany

Abstract— RF safety is an important aspect for MRI systems. However, patient safety in
parallel RF transmission systems is more complex due to the extra degree of freedom in the RF
pulse design, as existing SAR limits may be violated in case of a system failure or miscalibration.

This abstract describes a comprehensive safety concept for such a system. Part of the concept is
the verification of the SAR limits before the scan in combination with RF waveform monitoring
during the scan to ensure patient safety for RF parallel transmit systems.

1. INTRODUCTION

RF safety is a prerequisite for in vivo parallel transmission [1, 2] MRI experiments. This abstract
describes a comprehensive safety concept for parallel transmission MRI systems. Part of the concept
is the verification of the SAR limits [3, 4] prior to the scan in combination with RF waveform
monitoring during the scan. The scan is terminated, as soon as an unsafe condition is detected.

2. METHODS

The safety concept consists of the following two parts:
SAR calculation prior to the scan: For the SAR limit verification before a scan, the electric fields

E were pre-calculated using finite-difference time-domain simulations (“XFDTD,” Remcom Inc.,
USA) with 5 mm spatial grid resolution and perfectly matched layer boundaries (16 layers). As an
example, an ideally decoupled 3T multi-channel body coil (MBC) [5] was used, which was loaded
with bio-mesh models, including the “Visible Human Male” [6]. The pre-calculated E-fields of the
individual coil elements were averaged according to [7] and stored in a database. This pre-calculated
information is used for the pre-scan calculation of the SAR, which is obtained by a superposition
of the weighted E-fields with the RF pulses.

Waveform monitoring during the scan: To ensure patient safety during scanning, existing solu-
tions such as the monitoring of the RF with a power-monitoring unit (PMU) are not sufficient.
The reason is that only the maximum peak and average power can be monitored, so that neither,
potential phase deviations at the transmit coil elements nor other potential channel failures, are
detected. In addition, in parallel transmission experiments at higher field strengths, the local SAR
and not the global SAR, which is PMU controlled, is the limiting factor for the allowed maximum
duty cycle. The ratio between local and global SAR is not constant and may vary significantly based
on the coil/patient interaction as well as the form of the parallel RF transmission pulses [8–10].

To ensure patient safety, an individual pick-up coil (PUC) monitoring (see Fig. 1) is used. The
PUCs were placed near each coil element of the MBC, which was integrated into a Philips 3T
Achieva system (Philips Healthcare, The Netherlands) equipped with eight transmit channels [11].
Each PUC was connected to a dedicated monitoring input. Thus, the current of each coil element
of the MBC can be monitored and subsequently compared with the demand RF waveform. To
compensate for RF coil coupling, active decoupling is used [12]. The RF pulses are pre-compensated,
which is equivalent to a virtual decoupling of the MBC elements. This compensation is necessary
to match the RF simulation model to the real coil configuration, so that the SAR calculations
are correct for the simulated ideally decoupled MBC. Furthermore, it is advantageous to keep the
safety margin small for the RF demand monitoring. The selection of the safety margin is important
for the correct functioning of the monitoring system. For the margin definition, amplitude as well
as phase changes were investigated for different volunteers including their positions in the coil as
well as their motion (e.g., breathing). For the demonstration of a hazardous situation, a tuned
single channel receive coil (φ = 10 cm) was placed inside the MR scanner, and the influence on RF
amplitude and phase was investigated.

3. RESULTS AND DISCUSSION

The SAR can be calculated for (accelerated) multi-transmit RF pulses, and its conformity with
existing SAR limits [3, 4] can be verified before the scan. From the database, a bio-mesh model
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Figure 1: To ensure patient safety, one PUC per coil element is integrated into the MBC. Each pick-up coil
is connected to a dedicated monitoring input of the control & data acquisition system. The current, which
is induced by the transmit pulse in each of the RF transmit coil elements, can be monitored and compared
with the demand RF waveform.

is selected that optimally matches the actual patient shape. Two examples for a possible safety
margin violation are shown in Fig. 2. After one second of scanning, a surface coil was forced to
remain in its tuned state during transmission, causing a decrease of the transmit amplitude of 55%
in combination with a transmit phase deviation of 10◦ (Fig. 2(a))).
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Figure 2: The deviation from RF demand is induced by (a) a resonant object in the MR scanner, which
leads to a scan termination and (b) respiration.

The reason for the amplitude decrease is the detuning of the RF transmit coils, which results
in an unpredictable behavior in terms of SAR. The malfunctioning of the receive coil is detected
in real-time and leads to a scan termination within a few hundred milliseconds. In Fig. 2(b)), a
respiration induced amplitude change in the order of 3% can be observed, which, however, should
not lead to a scan termination. The calculated SAR deviation was investigated for four subjects
and led to an negligible increase of smaller than 0.01% for the breathing situation and less than 3%
for the worst case breath-hold situation (with respect to SAR). As a side remark, the influence of
the respiration on the PUC signal might be utilized in the framework of motion compensation [13].

4. CONCLUSIONS

Patient safety in parallel RF transmission systems is more complex due to the extra degree of
freedom in the RF pulse design, as existing SAR limits may be violated in case of system failure or
miscalibration. Furthermore, many variables may affect the SAR as e.g., the dielectric heterogeneity
of human tissue as well as its loading of the coil.

A SAR determination before the scan in combination with RF waveform monitoring during the
scan can ensure patient safety for RF parallel transmit systems.
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Basic and Tailored RF Shimming in a Multi-transmit Whole Body
MR System

U. Katscher
Philips Research Europe, Hamburg, Germany

Abstract— Wave propagation effects diminish the quality of MR images at main fields of 3T
or above. Parallel RF transmission has the potential of compensating for these effects through
RF shimming. RF shimming can be performed in two different ways. The basic way of RF
shimming is to adjust the global amplitude and phase of the currents in each transmit element,
aiming at a constant B1 in the region of interest. For 3D volume imaging, 3D RF shimming
is facilitated using multiple frequencies for the different transmit elements. On the other hand,
“tailored” RF shimming can be performed via multi-dimensional RF pulses designed to achieve a
spatially constant excitation pattern. Using an MR system equipped with parallel RF channels,
these multi-dimensional RF pulses can be accelerated via Transmit SENSE.

The potential of both, basic and tailored RF shimming, can be enhanced significantly, if only
a constant B1 amplitude is demanded, and an arbitrary spatial distribution of the resulting
B1 phase is allowed. This is the case, if only magnitude images are of interest. However, this
approach introduces a non-linear problem, requiring corresponding numerical techniques.

Optimal results for basic RF shimming are obtained with transmit arrays owning preferably
homogeneous sensitivity distributions of the individual elements. On the other hand, for tailored
shimming, the transmit elements require orthogonal sensitivity distributions, which are easier to
achieve with inhomogeneous sensitivity distributions. Thus, the transmit coil array cannot be
optimized for both, basic and tailored RF shimming simultaneously, and a suitable compromise
has to be found.

This study compares the different RF shimming approaches using a whole-body, 8-channel Tx/Rx
system at 3T. It shows, that basic RF shimming is able to remove B1 inhomogeneities to a high
degree, both in phantoms and in vivo. Tailored RF shimming is able to achieve even higher
levels of B1 homogeneity, which, however, might not be necessary for the majority of clinical
applications.

1. INTRODUCTION

Wave propagation effects diminish the quality of MR images at main fields of 3T or above. Parallel
RF transmission has the potential of compensating for these effects through RF shimming. RF
shimming can be performed in two different ways. The basic way of RF shimming is to adjust
the global amplitude and phase of the currents in each transmit element, aiming for a constant B1

amplitude in the region of interest [1, 2]. For 3D volume imaging, 3D RF shimming is facilitated
using multiple frequencies for the different transmit elements [3]. On the other hand, “tailored” RF
shimming can be performed via multi-dimensional RF pulses [4], accelerated via parallel transmis-
sion [5, 6], designed to achieve a spatially constant excitation pattern [7–9]. This study compares
the different RF shimming approaches using a whole-body, 8-channel Tx/Rx system at 3T [10, 11].

2. THEORY

The central equation for both, the basic and tailored RF shimming, is given by

N∑

n=1

Tn(x)Pn(x) = C(x). (1)

This equation states, that the superposition of the transmit sensitivity profiles Tn(x) of the N
transmit coils, weighted with Pn(x), yields the desired constant B1 distribution C(x) = const. For
the basic RF shimming, Pn(x) are constant, leading to a global (complex) scaling of the different
sensitivity profiles Tn(x). For 3D volume imaging, 3D RF shimming might be performed via a tech-
nique called “Multi-Frequency Excitation” (“MULTIFEX”, [3]). Here, the elements of a transmit
array are driven with different frequencies to excite different slabs in the excitation volume via the
underlying gradient. Amplitudes and phases can be optimized for each slab individually to achieve
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maximum B1 homogeneity. For the tailored RF shimming, Pn(x) of Eq. (1) define spatial excita-
tion patterns of the individual transmit elements, which can be converted to (multi-dimensional)
RF pulses [4]. The simultaneous use of multiple transmit elements allows the shortening of the
different pulses [5, 6]. By discretizing Eq. (1) on a spatial grid, it can be solved via linear algebra
for both basic and tailored RF shimming.

In the majority of applications, only a constant amplitude |C| is required, and an arbitrary
spatial phase distribution ϕ(x) is acceptable C(x) = const exp(iϕ(x)). This is the case, if only
magnitude images are of interest. The resulting degree of freedom enhances the power of (basic
and tailored) RF shimming considerably, however, Eq. (1) is no longer linear and corresponding
non-linear inversion techniques are required.

Optimal results for basic RF shimming are obtained with transmit arrays showing preferably
homogeneous sensitivity distributions of the individual elements. On the other hand, for tailored
shimming, the transmit elements require orthogonal sensitivity distributions, which are easier to
achieve with inhomogeneous sensitivity distributions. Thus, the transmit coil array cannot be
optimized for both, basic and tailored RF shimming simultaneously, and a suitable compromise
has to be found.

3. METHODS

Experiments has been performed using a 3T MR system (Philips Achieva, Philips Medical System,
The Netherlands) equipped with an 8-element Tx/Rx body coil and corresponding parallel RF
channels [10, 11]. Since it is expected that basic RF shimming will be the preferred way of shim-
ming, the transmit elements were designed to be slightly more suitable for basic than for tailored
RF shimming. However, the differences are small, and might be outperformed by other system
parameters.

The transmit sensitivities have been determined via “Actual Flip angle Imaging” [12]. Basic
and tailored RF shimming has been performed as described in the previous section.

For the phantom experiments, a water bottle with a diameter of 20 cm has been used. Images
without and with basic RF shimming have been acquired using a FFE sequence with TR = 8.0ms,
TE = 2.6ms, a spatial resolution of 1.5× 1.5× 10 mm3, and a flip angle of α = 15◦. Tailored RF
shimming has been performed with a reduction factor of R = 2 via a spiral k-space trajectory with
8 revolutions for a field of excitation of 322 pixels. For the acquisition, a 3D-FFE sequence was
used with TR = 40.0 ms, TE = 1.4ms, and a spatial resolution of 9× 9× 10mm3.

Furthermore, basic RF shimming has been applied in vivo for mammography. For these ex-
periments, a FFE sequence was chosen with TR = 4.14ms, TE = 2.0ms, a spatial resolution of
1.5× 1.5× 10 mm3, and a flip angle of α = 15◦. Written consent was obtained from all participants
of this study.
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Figure 1: Experimental phantom results. Without shimming, the normalized root-mean square error
(NRMSE) is 33% (red line/symbols). The NRMSE reduces to 6.6% for basic (green line/symbols) and
5.2% for tailored shimming (blue line/symbols).
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4. RESULTS/DISCUSSION

Experimental phantom results are shown in Fig. 1. Without shimming, the normalized root-mean
square error (NRMSE) is 33%. The NRMSE reduces to 6.6% for basic and 5.2% for tailored
shimming. Thus, both RF shimming approaches show a high potential to homogenise the overall
B1 transmit field. However, at least for this scenario, the potential of tailored RF shimming seems
to be only slightly higher than the potential of basic RF shimming. For Fig. 1, no phase demand
was given for basic RF shimming. The solution of the resulting non-linear optimization problem
took roughly 35 s on a standard PC. The RF pulses for tailored RF shimming were calculated
using a spatially constant phase demand. The solution of the resulting matrix/vector equation
took roughly 10 s on a standard PC.

The high potential of basic RF shimming is also found in the framework of the mammography
study (Fig. 2). Within the breasts, an NRMSE of 37.4% is found without RF shimming. With basic
RF shimming, an NRMSE inside the breasts of 18.7% is found. Thus, using basic RF shimming
reduced the left-right signal imbalance of the image significantly.

Figure 2: RF shimming for mammography. Left: without RF shimming (NRMSE inside breast = 37.4%).
Right: using basic RF shimming (NRMSE inside breasts = 18.7%). The left-right signal imbalance is reduced
significantly. It is expected that the small residual inhomogeneities, particularly on the right portion of the
torso, will disappear using tailored RF shimming.

5. CONCLUSIONS

Basic RF shimming is able to remove B1 inhomogeneities to a high degree, both in phantoms
in vivo. Tailored RF shimming is able to achieve even higher levels of B1 homogeneity, which,
however, might not be necessary for the majority of clinical applications.
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Abstract— Parallel transmission bears the potential of compensating B1 field inhomogeneities
induced by wave propagation effects in (ultra) high field whole body MR imaging. However, with
increasing field strength, the RF power deposition and the associated local specific absorption
rate (SAR) represent an important attention point with respect to patient safety.
This paper presents simulations of a 3T whole body eight-channel transmit/receive body coil
loaded with a human bio-mesh model. Phantom SAR simulations were carried out and validated
by temperature measurements. A good correlation between SAR simulations and measured
temperature was obtained, so that the FDTD method can be considered to be a valuable tool in
determining (local) SAR for patient safety in multi-channel transmission MRI systems.

1. INTRODUCTION

With increasing field strength, the RF power deposition and the associated local specific absorption
rate (SAR) are becoming more important with respect to patient safety. SAR represents the limiting
factor for the allowed RF duty cycle of an MR scan. This paper presents simulations using a whole
body human bio-mesh model and a cuboid phantom for an eight-channel transmit/receive body
coil [1] operating at 128 MHz. Furthermore, the SAR simulations of the cuboid phantom were
validated by temperature measurements for the assessment of safety and coil performance.

2. METHODS

SAR for parallel transmission is assessed by simulating a 3T multi-channel body coil (MBC) with
eight ideally decoupled transversal electro magnetic transmit elements using the finite-difference
time-domain method (“XFDTD”, Remcom, Inc., USA). The coil sensitivities were calculated on
a 5 mm grid using perfectly matched layer boundaries (16 layers) and the bio-mesh model of the
“Visible Human Male” [2] as an example (see Fig. 1). The SAR was obtained from the superposition
of the spatially averaged [3] pre-calculated fields E of the individual coil elements and weighted
with the RF pulses.

Figure 1: An eight-channel multi-channel body coil loaded with the NLM “Visible Human” [2] bio-mesh (a)
and a transversal slice (b).

The 2D spatially selective RF excitation pulses were calculated iteratively in the spatial domain
using a conjugate-gradient method [4] as well as directly using a SAR optimized RF pulse design
method according to Ref. [5–7]. Furthermore, the VERSE approach [8] was adopted for parallel
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transmission [9, 10]. Target excitation pattern used were, for instance, a segmented region of the
kidneys (Fig. 2, top row) and a segmented region of the liver (Fig. 2, bottom row). Other patterns,
such as a disc (Fig. 2(d)), have been employed as well, all using spiral k-space trajectories with a
numerical field-of-excitations between 32 × 32 and 64 × 64 pixels. Reduction factors R of up to
eight were used for the calculated (accelerated) Transmit SENSE RF pulses [7].

   

   

a) b) c) d) 

Figure 2: Selected transversal slices of the bio-mesh with color-coded material properties. (a) Target- (b)
and calculated excitation pattern (Bloch-simulation) (c) of the kidneys (top) and liver (bottom). (d) Disc
target- (top) and calculated (bottom) excitation pattern.

The experiments were carried out on an integrated 3T MRI prototype system [11], based on a
3T Achieva system (Philips Healthcare, The Netherlands), which is equipped with an eight-channel
body coil. For the SAR verification experiments [12], the coil was loaded with a homogeneous cuboid
phantom (h = 10 cm, w = 20 cm, l = 30 cm), which was filled with a lipid-doped H20-NaCl-TX150
(Oil Center Research, USA) solution (σ = 0.5 S/m, εr = 78). The heating experiments were carried
out using two of the eight transmit coil elements of the body coil and a phase deviation of 0◦ and
180◦ between the elements. The temperature was measured using a 4-channel fiber optic probe
(Luxtron790, Santa Clara, CA) and an IR-camera (Vario-THERM, JENOPTIC, Jena, Germany).
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Figure 3: Normalized SAR for the local excitation
pattern of the kidneys.
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3. RESULTS AND DISCUSSION

In Fig. 3, the global and local SAR is shown for the local excitation pattern of the kidneys using the
iterative spatial domain approach. The SAR increases about with the square of the reduction factor,
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for lower R up to six. For higher R, an even higher increase is observed. With increasing R, the
spacing between the spiral revolutions in k-space increases. Its relation with the desired excitation
pattern seems to have a significant impact on the pulse energy and SAR. In Fig. 4, the normalized
local trunk SAR is shown for different excitation patterns. For the different local excitation patterns
investigated, a rather small variability can be observed for smaller R, which becomes larger with
increasing R. Thus, the SAR depends on the excitation patterns as well as the reduction factors for
whole body Transmit SENSE applications. Moreover, it strongly depends on additional boundary
conditions, e.g., the selected k-space trajectory [8], the regularization parameter, and the coil
geometry [13]. Fig. 5 shows the results of SAR simulations for global whole body and local torso
SAR for the local excitation patterns of the kidneys for a reduction factor R of up to 8. For all cases,
the SAR optimized algorithm outperforms the algorithm without SAR optimization. However, the
improvement becomes smaller with increasing R, as the degrees of freedom decrease that can be
deployed for SAR reduction. For a reduction factor equal to the number of coils (R = 8) both
algorithms yield the same SAR because the solution is unique.
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Figure 5: SAR ratio of the two different algorithms (conjugate-gradient method vs. SAR optimized) for
local excitation of the kidneys for global whole body and local torso SAR.
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Figure 6: Comparison of (a) the standard trajectory for a 2D spatially selective RF pulse for R = 2, (b) The
corresponding k-space filtered and VERSE adapted trajectory, and (c) the VERSE trajectory with limited
gradient and slew rate.

An alternative SAR reduction technique, such as VERSE, represents a method to reduce the
SAR for Transmit SENSE pulses by adaptation of the k-space trajectory. In turn, the peak RF
amplitudes can be reduced leading to a lower pulse power as well as SAR. The VERSE trajectory is
determined before the calculation of the RF pulse to stabilize Transmit SENSE calculation due to
the very high amplitude and phase variations of consecutive RF samples. Fig. 6(a) shows the initial
trajectory of a 2D spatially selective RF pulse, Fig. 6(b) shows the trajectory, which is optimized
via k-space filtering and VERSE, and Fig. 6(c) shows a gradient amplitude G and slew rate S
limited trajectory (Gmax = 40 mT/m, Smax = 140mT/m/s).

Figure 7 shows the RF amplitudes for a selected RF channel corresponding to the three k-space
trajectories (Figs. 7(a)–(c)). For an unlimited slew rate, compared to a slew rate reserve of 25%
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with a reduction factor of R = 2, the peak suppression is reduced from a factor of 11.8 to a factor
of 4.2. For this example, the pulse power was reduced by a factor of 1.49, the global SAR by 1.51,
and the local SAR by 1.59.
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Figure 7: Comparison of the RF amplitude for a 2D spatially selective RF pulse for R = 2. (a) The ideal
trajectory, (b) The corresponding k-space filtered and VERSE adapted trajectory, and (c) VERSE trajectory
with limited gradient amplitude and slew rate.

The B1+ distribution can be measured in MRI systems via B1-mapping [14]. However, the elec-
tric field distribution is unknown and cannot easily be obtained. In a homogeneous cuboid phantom
experiment, the temperature distribution, which corresponds to the electric field distribution, was
obtained via FDTD simulation for the given phantom. A high correlation between the spatial
distribution of simulated SAR and the temperature measurements was obtained (see Fig. 8).

a) (b) (c)

1) 2) 

4) 3) 

(

Figure 8: Experimental phantom setup located in the MBC of the MRI system. (a) Photo of the setup, (b)
Thermal image and (c) simulation. Spatial SAR distribution simulation 2) & 4) and measured temperature
1) & 3) after heating the phantom with constant amplitudes and 0◦ phase difference (1 & 2) and 180◦ phase
difference (3 & 4).

4. CONCLUSIONS

SAR strongly depends on the excitation pattern and reduction factor used in whole body Transmit
SENSE applications. Furthermore, it strongly depends on additional boundary conditions, e.g.,
the selected k-space trajectory [8], the regularization parameters, and the coil geometry [13]. SAR
reduction techniques, as, e.g., VERSE [9, 10] or SAR optimized RF pulse design [5–7], are an
interesting possibility in reducing the RF pulse power and in turn the SAR for parallel transmission.

A good correlation between the experimental RF induced temperature changes and SAR sim-
ulations was obtained, confirming that the FDTD method can be considered as a valuable tool in
determining (local) SAR for patient safety in multi-channel transmission MRI systems.
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1. INTRODUCTION

Prior authors have used in situ probes to demonstrate changes in permittivity-related parameters
at microwave frequencies associated with changes in blood flow, ischemia, and death [1–4]. We
have previously described changes in reflection coefficient from 100 to 3000 MHz associated with
cerebral blood flow (via hypercapnia) and death (via administration of KCl) in a pilot study in
which a coaxial probe was directly applied to exposed rat skulls [5]. In order to express the prior
data more in terms of the inherent electrical properties of tissue, we now present change in loss
tangent (tan δ) as a response to onset and cessation of hypercapnia.

2. TECHNIQUE

A probe, modified from semirigid coaxial cable was fashioned to be applied to exposed calvarium of
rats. The outer conductor terminated as a ground-plate. The inner conductor protruded ∼ 0.6mm
beyond it. Both were gold-plated.

Following general anesthesia with ∼ 1% halothane or isofluorane (in 1 : 1 O2 : N2O) ventilation
and local analgesia, intravenous and intra-arterial femoral catheters were placed, and the calvarium
of adult male Sprague-Dawley rats, was exposed. A small hole was drilled to or just through the
inner table of the calvarium overlying the parietal cortex. The probe was connected to a HP/Agilent
4191A vector network analyzer, and S11 1-port calibration was performed. The probe was then
immobilized with the inner conductor fitting into the drilled hole and the ground-plate (outer
conductor) firmly applied to the outer table of the calvarium. During the experiment the rat
was in a sterotactic frame, the contact site was kept wet with saline, and a heat bath applied
to maintain body temperature. There were 15 total hypercapnic episodes (1–3 per rat, lasting
1.98 to 4.85 minutes) during which 33% CO2 was administered. Arterial pCO2 was measured
before, during, and after each hypercapnic episode: mean (+/−SD) pCO2 = 133.8 (+/− 23.2)
during hypercapnia; 48.5 (+/− 7.9) baseline. Euthanasia was with overdose with intravenous KCl
injection during anesthesia.

The complex reflection coefficient at 51 frequencies from 100 to 3000 MHz was measured contin-
uously every ∼ 2.4 sec from soon after application of the probe until after death. Later, tanδ was
calculated for each of 7 selected frequencies (100, 506, 1028, 1492, 2014, 2420, and 3000 MHz). In a
number of cases the baseline drifted considerably before, after, and presumably during hypercapnia.
Therefore baseline drift correction was performed using linear regression of a baseline defined as
consisting of 4 minutes’ data up until hypercapnia and 1 minute’s data beginning 1 minute after
its cessation. The baseline-corrected values (= “ tan δcorrected”) were used for further data analysis.
The time course of tan δcorrected(t) was normalized to the value at the start of hypercapnia (t = 0)
(i.e., (| tan δcorrected(t)− tan δcorrected(0)|)/ tan δcorrected(0). Effect of hypercapnia was calculated by
comparing the time course of the final tan δ values during hypercapnia and baseline periods using
student t-test (two-tailed with equal-variance).

3. RESULTS

A nearly immediate effect of hypercapnia (both its onset and its cessation) on calculated tan δ was
often readily apparent. An example in which there was no appreciable baseline drift is given in
Figure 1.

However, averaging baseline-corrected values and comparing them to baseline or t = 0 values
was often helpful. For example, a clear-cut effect was frequently not obvious at 3000MHz, which
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Figure 1: Uncorrected tan δ vs. time — hypercapnic lasts 4.35 minutes
(a single hypercapnic episode, 506MHz)

typically yielded some of the noisiest data. Yet Figure 2, which shows the results of a 31-point
moving average of pooled data from all 15 hypercapnic events at 3000 MHz, clearly demonstrates
an effect. (At other frequencies the appearance of averaged pooled data was similar, or more
pronounced.)

Statistical analysis for the effect of hypercapnia was done by comparing the normalized tan δcorr−
ected(t) during the first ∼ 1.98 minutes of hypercapnia to ∼ 1.98 minutes of baseline values imme-
diately preceding hypercapnia. Of the 105 cases analyzed (7 frequencies× 15 episodes), 78% of the
cases showed increased tan δ (baseline corrected and normalized) in response to hypercapnia, and
65% of the cases reached a statistically significance (p < 0.05). Of these statistically significant

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

minutes after start of hypercapnia

Figure 2: 31-point moving average of pooled baseline-corrected data from all 15 episodes at 3000 MHz.
Unprocessed data from this frequency from a single hypercapnic episode often did not show unambiguous
effects.

y-axis: (| tan δcorrected(t)− tan δcorrected(0)|)/ tan δcorrected(0)
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cases, the increased tan δ values were maintained 90% of the time during hypercapnia. Statistical
analysis has not been performed on effects of cessation of hypercapnia, but prompt changes in
measured tan δ were repeatedly seen to occur soon after hypercapnia stopped (as in Figure 1).

4. DISCUSSION

A change in measured tan δ occurred almost immediately when hypercapnia was started, and again
soon after it was stopped. Depending on the particular frequency studied, and on the hypercapnic
event, the change varied from being obvious (such as in Figure 1) to being but more commonly
the former. Frequently, however, the response to hypercapnia was unambiguous even without
data processing, particularly after the group analysis. Statistical analysis confirmed the change
to hypercapnia from baseline status in the majority of cases. The cause or causes of variability
of results is unknown. Noise may be one explanation. Especially the small minority of cases in
which there was a significant difference between | tan δc − tan δc(t = 0) values from before onset
of hypercapnia and those after, employment of linear baseline correction in the face of nonlinear
baseline drift might have played a role. Also, the baseline physiologic status presumably varied
from rat to rat, and perhaps within a single experiment if physiology changed by anesthesia, or
with accumulated stress from repetition of hypercapnia. Limitations of this pilot study include
that we do not know the sampled volume, and its tissue composition. Thus we do not know
whether or to what extent the results reflect changes in brain, or merely dilatation of meningeal
vessels, or perhaps changes in sampled cerebrospinal fluid volume caused by expansion/contraction
of brain. We have focussed on changes in measured tanδ values rather than in their accuracy. We
have not yet calculated relative permittivity and conductivity to determine how they might change
with hypercapnia. Nevertheless the results confirm that the technique can be used to monitor
physiological changes with rather high temporal resolution. Also, these results, like those obtained
at the time of death [3], suggest that physiological changes in permittivity may affect RF/MW
SAR, though it is unclear that such changes would be meaningful physiologically. Finally, these
results, like others, hold open the eventual possibility of permittivity-based physiologic imaging [4].

REFERENCES

1. Burdette, E. C., P. G. Friederich, R. L. Seaman, and L. E. Larsen, “In situ permittivity of
canine brain: regional variations and postmortem changes,” IEEE Trans. Microwave Theory
Tech., Vol. 34, No. 1, 38–49, 1986.

2. Burdette, E. C., F. L. Cain, and J. Seals, “In-situ tissue permittivity at microwave frequencies:
perspective, techniques, results,” Medical Applications of Microwave Imaging, L. E. Larsen,
J. H. Jacobi, eds. IEEE Press, 18–40, 1986.

3. Schmid, G., G. Neubauer, U. M. Illievich, and F. Alesch, “Dielectric properties of porcine
brain tissue in the transition from life to death at frequencies from 800 to 1900 MHz,” Bioelec-
tromagnetics, Vol. 24, No. 6, 413–22, 2003.

4. Semenov, S. Y., R. H. Svenson, V. G. Posukh, A. G. Nazarov, Y. E. Sizov, A. E. Bulyshev,
A. E. Souvorov, W. Chen, J. Kasell, and G. P. Tatsis, “Dielectrical spectroscopy of canine
myocardium during acute ischemia and hypoxia at frequency spectrum from 100 kHz to 6GHz,”
IEEE Trans Med Imaging, Vol. 21, No. 6, 703–7, Jun. 2002.

5. Beers, G. J., Y. I. Chen, K. K. Kwong, G. Bonmassar, and J. L. Ackerman, “Monitoring
intracranial hypercapnea-provoked changes in the rat with permittivity-based measurements
(0.1 GHz to 3.0 GHz): A pilot study (abstr),” 35, BioEM, 2005.



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 713

Self-organized Propagation of Spatiotemporal Dissipative Solitons in
Saturating Nonlinear Media

V. Skarka1 and N. B. Aleksić2
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Abstract— Light bullets as localized self-organized spatiotemporal dissipative structures are
studied from the point of view of propagation and stability. Experimental conditions involve
consideration of asymmetric inputs. Squeezed input optical pulse evolves toward stable dissipative
light bullet, whenever its dissipative parameters belong to the established domain of stability.
Such a domain of attraction is found following an extension of our analytical stability criterion
confirmed by numerical simulations. Stable and robust dissipative light bullets are generated
during a self-organizing propagation due to the cross compensation of various linear and nonlinear
effects.

Ultra-short optical pulses have a variety of applications in modern physics and technology.
Among them are: optical communication systems, solid-state spectroscopy, ultra-cold atom stud-
ies, optical memory devices, quantum computers and various security devices. It is desirable that
pulses are not only extremely short in length but also have high power. Developing powerful ultra-
short pulse generating devices is crucial for all these applications. High-power ultra-short pulses
generated in optics using laser systems are self-shaped in saturating nonlinear media due to the
compensation of diffraction and dispersion by nonlinearity and essentially are solitons [1]. Optical
solitons may soon become the principal carrier in telecommunication in all-optical transmission
lines because they propagate long distances without changing shape [2]. Spatiotemporal solitons
are good candidates in all-optical signal processing since they are self-guided in bulk media carrying
big power for a small dissipated energy [3]. Stable operation of laser systems, closely related to
the issue of dissipative soliton stability, is crucial for practical purposes [4]. Dynamics of dissipa-
tive solitons can be described by the complex cubic-quintic Ginzburg-Landau equation (CQGLE)
which is nonintegrable and can be solved only numerically [5]. However, an analytical approach,
even though approximate, is needed in order to guide simulations and to avoid tedious numerical
computations necessary to determine the stability domain point by point [6, 7]. In a recent publica-
tion [8] we used the variational method extended to dissipative systems, to establish this stability
domain of parameters for spherically symmetric input pulses with radius r =

√
x2 + y2 + t2 impos-

ing a constraint to independent transverse space (x and y) and time (t) variables. In order to meet
experimental conditions [9], for instance, a pulse have to be squeezed in order to be injected in
optical guide, we study in the present work the generation of dissipative solitons from inputs with
no spherical symmetry. Therefore, (3 + 1)-dimensional complex cubic-quintic Ginzburg-Landau
equations for the normalized field envelope E, describes separately diffractions following x and y
coordinates and anomalous group velocity dispersion in time t without such a constraint.

i
∂E

∂z
− iδE + (1− iβ)

(
∂2E

∂x2
+

∂2E

∂y2
+

∂2E

∂t2

)
+ (1− iε)|E|2E + (ν − iµ)|E|4E = 0. (1)

In order to prevent the wave collapse the saturating nonlinearity is required [6, 7]. As a consequence,
cubic and quintic nonlinearity have to have opposite signs, i.e., parameter ν is negative. The
stability of the pulse background involves the linear loss, thus the parameter δ must be negative [8].
Parameters ε and µ are associated respectively with cubic gain and quintic loss terms. The parabolic
gain (β > 0) is taken also with respect to each transverse coordinate separately. The prerequisite
for generation of a completely confined spatiotemporal structure, the dissipative light bullet, is a
simultaneous balance of diffraction and dispersion with self-focusing and gain with loss.

In order to generalize variational approach to asymmetric conditions, we construct for Eq. (1)
the total Lagrangian L = Lc + LQ that contains a conservative part

Lc =
i

2

(
E

∂E∗

∂z
−E∗∂E

∂z

)
+ |∂E/∂x|2 + |∂E/∂y|2 + |∂E/∂t|2 − |E|4

2
− ν|E|6

3
, (2)
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and a dissipative part

LQ = iδ |E|2 + i
ε|E|4

2
+ i

µ|E|6
3

− iβ
(
|∂E/∂x|2 + |∂E/∂y|2 + |∂E/∂t|2

)
. (3)

The independent treatment of all three transverse coordinates involves an asymmetric trial function

E = A exp
[
i
(
Cx2 + Gy2 + St2 + Ψ

)− x2

2X2
− y2

2Y 2
− t2

2T 2

]
(4)

as functional of amplitude A, temporal (T ) and spatial (X and Y ) pulse widths, anisotropic wave
front curvatures C and G, chirp S, and phase Ψ. Each of these functions of the independent variable
z is optimized giving one of eight Euler-Lagrange equations. Within variational approximation, to
the partial differential CQGLE corresponds a set of eight coupled first order differential equations
(FODE) resulting from the variations in unequal widths.

dX

dz
= 4CX − εA2

R2B2
X − µA4

R2B4
X +

β

X
− 4βX3C2 = X, (5)
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dz
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Y
− 4βY 3G2 = Y, (6)

and
dT

dz
= 4CT − εA2
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T − µA4
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β
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− 4βT 3S2 = T, (7)

asymmetric wave front curvatures
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and
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7ε

2R2B2
A2 +
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and phase

dΨ
dz

= − 1
X2

− 1
Y 2

− 1
T 2

+
7

2R2B2
A2 + ν

3
R2B4

A4 + 2βC + 2βG + 2βS = Ω (12)

where B = 35/4/27/4 and R = 8/35/4. For convenience reasons, all dissipative parameters, consid-
ered as small, are divided by δo = |δ|: εo = ε/δo, µo = µ/δo, and βo = β/δo. The exact steady
state solutions are obtained from Eqs. (5)–(11) for zero derivatives of amplitude, widths, and cur-
vatures with respect to z. The only possible steady state solutions are symmetric with equal widths
X = Y = T and curvatures C = G = S. In the dissipative case the power P = A2XY T is no
longer a constant [6–8]. However, in steady state the power Po =

(√
πRB2

)3
A−1

o (A2
oB

2+νA4
o)
−3/2,

the width Xo = RB2(A2
oB

2 + νA4
o)
−1/2, and the propagation constant Ω = 2−7/2A2

o depend, up to
θ = max(δo, |ε| , |µ| , |β|), only on the amplitude as in the conservative case [6, 7]. Variationally ob-
tained family of conservative steady state solutions reduces to a fixed double solution for a given set
of dissipative parameters. Indeed, the steady state amplitude has two discrete values A+ and A−. A
double solution (A− > A+) exists for a cubic gain (εo > 0) and a quintic loss (µo < 0) in the (εo, µo)-
domain between parabola and straight line in Fig. 1. The striking difference with conservative sys-
tems is the negative wave front curvature C0 = 3−5/22−1δoA

2
o

[
(εo − βo) B2 + (µo − νβo)A2

o

]
[6–8].

In order to become a soliton a steady state solution must be stable. Our stability criterion based
on the variational approach and the method of Lyapunov’s exponents, has to be generalized for
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non spherically symmetric conditions [8]. In steady state (st), right hand sides of Eqs. (5)–(11) are
differentiated with respect to amplitude (e.g., AA), widths (e.g., SY ), and curvatures (e.g., XC) in
order to construct a Jacoby matrix. The steady state solutions of seven coupled FODE are stable if
and only if the real parts of solutions λ of equation

(
λ3 + aλ2 + bλ + c

) (
λ2 + dλ + e

)
= 0 are non

positive [10]. That is fulfilled when the Hurwitz’s conditions are satisfied. The stability criterion
for steady state solutions of CQGLE is explicitly expressed up to θ as

-20
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-60
10 15 20 25 30

0

-50

Figure 1: Stability domain of solutions.

b = (AAXX + AACC + XXCC − 3ACCA − 3CCXA − 3XCCX)st > 0, (13)

c = (AA(XCCX − XXCC) + 3AX (CCXA − CAXC) + 3AC(XXCA − CXXA))st > 0, (14)

d = − (XX + CC)st > 0, (15)

e = (XXCC − XCCX)st > 0, (16)

and f = ab − c > 0, where a = − (AA + XX + CC)st . As a consequence, in the (εo, µo)-domain

18 19 20 21 22 23 24 25 26 27

140
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Figure 2: Upper stable and lower unstable branch of variational (v) and numerical (n) curves.

in Fig. 1 only A− solution is stable in the shaded region between curves α2 = 0, and α6 = 0
(separated by a square), as well as α4 = 0 obtained from Eqs. (5)–(11) solved parametrically.
Input pulse chosen in the stable domain of parameters, i.e., on the upper stable branch of the
variationally obtained bifurcation curve v in Fig. 2, is not yet a light bullet. This curve is only
a good approximation of exact bifurcation curve n obtained by numerical solving of Eq. (1). For
illustration, let us take as an input for numerical simulations the stable solution A− for the set of
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dissipative parameters δo = 0.01, εo = 22, µo = −36, ν = −1, and βo = 5 labeled by a diamond
on the upper branch v which is stable between squares. The triangle labeling the corresponding
A+ solution is on the lower unstable branch. During the evolution the pulse will self-organize
into a dissipative light bullet. Therefore, the diamond will reach the stable branch of the curve
n. This exact soliton solution of CQGLE is an attractor for each of input pulses corresponding
to the same set of dissipative parameters from established domain of stability. It is worthwhile to
stress that even very squeezed input pulse, like the ellipsoid, far from bifurcation curves in Fig. 2,
is trapped shrinking towards the stable dissipative soliton. The movie of numerical simulations
demonstrates self-stabilizing dynamics of such an ellipsoidal input shown in Fig. 3. Analytically
established domain of attraction (shaded in Fig. 1) is confirmed by numerical simulations of Eq. (1).
Establishing of such a large domain of stability can be useful for tuning experiments.

Figure 3: Numerical evolution of an asymmetric input pulse towards a stable dissipative light bullet.

Therefore, we demonstrated that light bullets are exceptionally stable and robust dissipative
self-organized structures due to the cross compensation between the loss, the gain, and the excess
of the saturating nonlinearity that is a consequence of negative curvature. Consequently, light bul-
lets appear to be the best candidate for caring the information that has to be treated in all-optical
logic circuits. In order to guide light by light saturating nonlinear materials are needed. Following
our recent measurements of organic materials, polydiacetylene para-toluene sulfonate (PTS) ex-
hibits large cubic — quintic saturating nonlinearity. As a consequence, either imbedded in porous
silicon nanocomposits [11] or as bulk, PTS may be promising for elaboration of reconfigurative
guides. Light bullets during their propagation modify nonlinear properties of the sample, inducing
a guidable network. Modification of bullets timing and paths reconfigurates the guide altering its
geometry in real time.

The atmosphere exhibits saturating nonlinearity too. A laser pulse having above critical power
is self-focused due to focusing Kerr nonlinearity of the air. Therefore, the intensity of the field
is increasing and the plasma is generated due to multiphoton (or tunneling) ionization of neutral
molecules. The plasma acts as a defocusing medium suppressing field blow up. A balance between
the nonlinear focusing and plasma defocusing results in self-guiding solitons. In contrast to the non
singular beams, the dynamics of beams with nonzero topological charge is more robust leading to
vortex solitons. A laser beam with phase singularity, i.e., with vortex structure contributes in gen-
eral, if not to suppress the breakup of ring into modulation instability induced filaments, at least to
distribute filaments symmetrically around the singularity in order to conserve the angular momen-
tum. Hence, a vortex structure prevents chaotic filamentation so often observed in powerful laser
beams without singularity. We demonstrated the possibility of filaments coalescence that seems to
be related with the attraction to the equilibrium vortex soliton state [12]. These observations can
be used for controlled triggering of lightning discharge, lightning protection, remote sensing, and
long distance air communications. The lightning, is itself a self-organizing phenomenon based on
the self-focusing without blow up, hence, it may be related to dissipative solitons.

The opportunity to treat in synergy analytically and numerically asymmetric input pulses prop-
agation toward stable and robust dissipative light bullets, opens possibilities for diverse practical
applications including experiments.
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Abstract— The Discrete Sources Method is applied to model the human erythrocyte. Sev-
eral shape models are investigated. The influence of the incident wavelength on the scattering
characteristics is discussed.

1. INTRODUCTION

Light scattering by blood cells is recently of great interest both in mathematical modeling and
in practical applications. In particular, studying of light scattering by erythrocytes is a suitable
method for detection of some blood diseases. Between other blood cells, erythrocyte has an advan-
tage for modeling, as it demonstrates no internal structure and can be modeled as homogeneous
object with a certain refractive index. In the same time it has some features, which complicate
modeling, such as relatively large size and complicated biconcave shape. To simplify erythrocyte
modeling often classical shapes of oblate discs and spheroids are used to approximate a real shape.

During the last years different simulation methods have been applied to this problem: Finite
Difference Time Domain (FDTD), Discrete Dipole Approximation (DDA), Multipole Multiple Tech-
nique (MMP), T-matrix and many others. Some of these methods are not applicable to the real
biconcave shape of erythrocyte, others are rather time consuming, and some methods are restricted
to small dimensions. Between others the Discrete Sources Method (DSM) looks very attractive, as
it allows accounting for the axial symmetry of the particle and the polarization of an incident ex-
citation, which sufficiently reduces the time of computations. Besides, the DSM allows calculation
of all the incident angles and polarizations at once [1] unlike volume-based methods, such as DDA
and FDTD. Additionally the DSM gives opportunity to control the accuracy of obtained results by
surface residual estimation. The DSM outlines are given in the next part of the paper.

In this work the DSM is applied to investigate the influence of the incident wavelength for
different shape models of erythrocyte.

2. METHOD OUTLINES

Consider scattering in an isotropic homogeneous medium in R3 of an electromagnetic wave by a
local homogeneous penetrable obstacle Di with a smooth boundary. Let us introduce a cylindrical
coordinate system (z, θ, ϕ) where z is the axis of symmetry of the particle and θi is an incident angle
with respect to z. Then the mathematical statement of the scattering problem can be formulated
in the following form

∇×He,i = jkεe,iEe,i, ∇×Ee,i = −jkµe,iHe,i in De,i, De := R3/Di, (1)

nP × (Ei(P )−Ee(P )) = nP ×E0(P ), nP × (Hi −H0) = nP ×H0(P ), P ∈ ∂D (2)

and Silver-Muller radiation conditions for the scattered field at infinity.
Here {E0, H0} is an exciting field, nP is the outward unit normal vector to ∂D, index e belongs

to the external domain De, k = ω/c, ε, µ are permittivity and permeability, Imεe, µe ≤ 0 (time
dependence for the fields is chosen as exp {jωt}) and the particle surface is smooth enough ∂D ⊂
C(1,α). Then the above boundary-value problem is uniquely solvable.

The DSM is based on the conception of an approximate solution. The approximate solution is
constructed as a finite linear combination of Discrete Sources (DS): dipoles and multipoles deposited
in a supplementary domain inside the particle with certain amplitudes. Usually as such a domain
the axis of symmetry of the particle is used. In case of an oblate particle like erythrocyte, disk
or oblate spheroid it is not always possible to use the axis of symmetry [3]. For this purpose an
analytical continuation to a complex plane is constructed. More detailed information can be found
in [4]. The deposition of DS in a complex plane allows reducing calculation errors and time of
computations.
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In case of P -polarized plane wave the exciting field accepts the following form:

E0 = (ex cos θ0 + ez sin θ0) exp {−jke (x sin θ0 − z cos θ0)}
H0 = −ey cos θ0 exp {−jke (x sin θ0 − z cos θ0)} ,

where ke = k
√

εeµe.
To take into account the polarization of the external excitation we use linear combinations of

electrical and magnetic multipoles. For this special vector potentials are used. For the P -polarized
wave in a cylindrical coordinate system they can be represented as:

A1,e,i
mn = {Y e,i

m (η, we,i
n ) cos(m + 1)ϕ; −Y e,i

m

(
η, we,i

n

)
sin(m + 1)ϕ; 0},

A1,e,i
mn = {Y e,i

m (η, we,i
n ) sin(m + 1)ϕ; Y e,i

m

(
η, we,i

n

)
cos(m + 1)ϕ; 0},

A3,e,i
n = {0; 0; Y e,i

0

(
η, we,i

n

)}.
(3)

Here Y e
m (η, we

n) = ke

i h
(2)
m

(
keRηwe

n

) (
ρ

Rηwe
n

)m
, Y i

m

(
η, wi

n

)
= jm

(
kiRηwi

n

) (
ρ

Rηwi
n

)m
, R2

ηwe
n

= ρ2 +

(z − we
n)2 , η = (ρ, z), h

(2)
m is a spherical Hankel function and jm is a spherical Bessel function.

Hence, the approximate solution for the P -polarized wave accepts the form:

(
EN

e,i

HN
e,i

)
=

M∑

m=0

Nζ
m∑

n=1

{
pe,i

mnD1A1,e,i
mn + qe,i

mn

j

εζ
D2A2,e,i

mn

}
+

Nζ
0∑

n=1

re,i
n D1A3,e,i

n ;

D1 =




j

kεe,iµe,i
∇×∇×

− j
µe,i
∇×


 , D2 =




1
εe,i

∇×
j

kεe,iµe,i
∇×∇×


 .

(4)

The approximation solution for the case of a S-polarized excitation is constructed in a similar way
and has the form:

(
EN

e,i

HN
e,i

)
=

M∑

m=0

Nζ
m∑

n=1

{
pe,i

mnD1A1,e,i
mn + qe,i

mn

j

εζ
D2A2,e,i

mn

}
+

Nζ
0∑

n=1

re,i
n D2A3,e,i

n (5)

where the vector potentials have forms:

A1, e, i
mn = {Y e, i

m (η, we, i
n ) sin(m + 1)ϕ; Y e, i

m (η, we, i
n ) cos(m + 1)ϕ; 0},

A1, e, i
mn = {Y e, i

m (η, we, i
n ) cos(m + 1)ϕ; −Y e, i

m (η, we, i
n ) sin(m + 1)ϕ; 0},

A3, e, i
n = {0; , 0; , Y e, i

0 (η, we, i
n )}.

(6)

More details can be found in [4].
The constructed approximate solutions (4), (5) satisfy Maxwell equations (1) and radiation

conditions for the scattered fields at infinity. The unknown vector of amplitudes of DS

pm =
{
pe,i

mn, qe,i
mn, re,i

n

}Nm
e,i

n=1
,

is to be determined from the transmission conditions (2). As it was mentioned above, DS are
situated in a complex plane adjoined to the symmetry axis of the particle. The approximate
solutions (4) and (5) are finite linear combinations of Fourier harmonics with respect to the ϕ angle
variable. Therefore, after resolving the plane wave excitation into Fourier series with respect to the
ϕ angle we reduce the two-dimentional approximation problem enforced at the particle surface to
a set of 1-dimensional problems at the particle generatrix. For solving these problems the General
Matching-Point Technique is applied, more details can be found in [5].

The accuracy of the result is provided by stabilization of the scattering diagram and a-posterior
residual calculation.

After DS amplitudes have been determined the far-field pattern F(θ, ϕ) can be computed as:

E (r)
|E0 (r)| =

exp (−jker)
r

F(θ, ϕ) + o

(
1
r

)
, where r →∞ (7)
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The components of the vector F(θ, ϕ) can be found in [2].
For experimental studies of blood cells Scanning Flow Cytometers (SCF) are used. The SFC

permits measurements of the angular dependency of light scattering intensity in an angle range
from 5 to 100 degrees. The design and basic principles of the SFC are described in [6]. The output
signal of the SCF is proportional to the following combination of Mueller matrix elements [7]:

Is(θ) =

2π∫

0

(S11 (θ, ϕ) + S14(θ, ϕ)) dϕ. (8)

The Mueller matrix elements are connected with far-field pattern elements [8] and can be easily
computed as a combination of elementary functions [2].

Another important light scattering characteristic we consider in our paper is the differential
scattering cross-section (DSC), which can be calculated on the base of far-field pattern components
as follows:

DSCP,S =
∣∣∣FP,S

θ (θ, ϕ)
∣∣∣
2
+

∣∣FP,S
ϕ (θ, ϕ)

∣∣2 . (9)

3. NUMERICAL RESULTS

In papers [2, 9] different shape models of erythrocyte has been investigated. In this work we
concentrated on two of them: the experimental shape model suggested by Skalak, and Cassini ovals
based shape. Cassini shape demonstrates relatively good fitting to experimental erythrocyte shape
(Skalak) and is easy for modelling. It looks very promising as it can easily be changed by varying of
just 3 parameters. Cassini shape can be a good base for development of appropriate shape model of
erythrocyte under osmotic lysis, when erythrocyte changes its shape from biconcave one to nearly
spherical.

Both models we use here have typical for real erythrocyte biconcave form with overall length
of 6.3µm. The exact equation for Skalak model and parameters for Cassini model we use can be
found in [9]. For modelling we took the refractive index of erythrocyte of n = 1.4. We investigate
a typical case, when erythrocyte is immersed in water with refractive index of n = 1.33.

In many practical investigations of the erythrocyte the wavelength of λ = 632.8 nm is used [7].
At the same time, the longer wavelength of λ = 873 nm [10] can be more preferable for such
investigations. Here we would like to present some exemplary numerical results. In Fig. 1 the
simulation results for DCS versus scattering angle for erythrocyte under different wavelengths
are presented. With increase of the wavelength the relative size of erythrocyte gets smaller and
the number of distinctive maxima and minima gets less. The last fact can efficiently help in
experimental data interpretation and for solving of inverse problems. In Fig. 2 numerical results
for different erythrocyte shapes under λ = 873 nm are presented. Results demonstrate relatively
good agreement between both models in the scattering angles area of −180◦ − 120◦, which is most
interesting for practical investigations.
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Figure 1: DSC versus scattering angle for different
erythrocyte shapes for P and S polarizations, λ =
873 nm.
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Figure 2: DSC (9) versus scattering angle for ery-
throcyte under different wavelengths for P and S
polarizations.



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 721

More calculation results will be shown in oral presentation.
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Abstract— In this paper, we present a new technique for the evaluation of spatial-domain
method of moment matrix entries, in conjunction with a DCIM two-level approximation. This
technique is based on the Taylor series expansion of the complete expression of each complex
image, where the integrands are expressed only by polynomial functions. The MOM matrix ele-
ments are again evaluated analytically in an efficient and a fast manner. The proposed technique
has been implemented and compared with previous techniques in the analysis of microstrip struc-
ture. It has been found to yield considerable computational time savings without compromising
the precision.

1. INTRODUCTION

The electromagnetic characterization of discontinuities in the printed circuits planar microwaves
plays an important role in the design of the digital circuits at high speed and in the integrated
circuits monolithic microwave (MMICs: Monolithic micro-wave Integrated Circuits). Indeed, sev-
eral numerical approaches were developed to determine the characteristics of the planar structures
like the Finite Element Method (FEM) [1], the Finite Difference Time Domain (FDTD) [2] and
Method of Moments (MOM) in the spatial and spectral domains [3–6]. The mixed potential integral
equation (MPIE) in conjunction with the spatial-domain MOM is the best suited and most robust
approach for planar circuit analysis. This method is based on the closed-form expression of the
Green’s functions in the space domain using a finite number of discrete complex images (DCIM)
that approximate it in the spectral domain and thus avoid the numerical evaluation of Sommerfeld
integrals [7, 8]. Using this representation, the matrix elements that arise in the MOM formula-
tion can be evaluated analytically as proposed in [3, 6] where the closed-form Green’s functions
expressions were approximated by Taylor series expansions of the exponential terms. The resulting
integrals are then evaluated analytically, this gives rise to mathematical functions with singulari-
ties requiring special programming precautions [4]. In this paper, we present an efficient and fast
method, which is based on a new Taylor series expansion without singularity problems, where en-
tire integrands are expressed in terms of polynomial functions. The proposed technique can be
successfully used because it is less time consuming than other techniques in the literature without
compromising the precision and the improvement in the computational efficiency is demonstrated
for a microstrip structure.

2. ANALYTICAL SPATIAL FORMULATION OF THE METHOD OF MOMENT
(AS-MOM)-DCIM

In this section, the AS-MOM formulation is applied to microstrip line structure with a dielectric
parameter εr and Perfect electric conductor plane. The surface current densities on conductors are
expressed as follows:

~J(x, y) = Jx(x, y)~x + Jy(x, y)~y (1)

where Jx(x, y) and Jy(x, y) are decomposed in basis functions. By using the Mixed Potential
Integral Equation (MPIE), we can express the tangential electric field on the plane of conductors
in terms of the surface current density and Green’s functions for the vector (Gxx

A , Gyy
A ) and the

scalar (Gq) potential.




Ex(x, y) = −jωµGxx
A ∗ Jx + 1

jωε
∂
∂x

(
Gq ∗

(
∂Jx

∂x + ∂Jy

∂y

))

Ey(x, y) = −jωµGyy
A ∗ Jy + 1

jωε
∂
∂y

(
Gq ∗

(
∂Jx

∂x + ∂Jy

∂y

)) (2)
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Jx(x, y) and Jy(x, y) in Equation (2) are substituted by their expressions given in Equation (1).
The following step in MOM procedure consists in using testing functions leading to a linear system:

Vm =
M∑

n=0

ZmnIn m = 1, . . . , M (3)

where I(x, y) is the unknown coefficients. V = (V1, V2, . . . , VM )T is the excitation vector, and
Zmn is the impedance reaction between the mth test function Jxn and the nth basis function Jxm.

The inner products in MOM matrix are reduced to double integral over finite range by trans-
ferring the convolution over basis and testing functions. In this paper, the spatial-domain Green’s
functions employed in (2) are obtained in closed form using the DCIM two-level approximation
described in [7] and they are given by:

Gxx
A (u, v) =

M1+1∑

i=1

ai
e−jk0ri

ri
(4)

Using this approximation, the integrals correspond to matrix entries of method of moment can
be written as the following:

∫∫
e−jk0ri

ri
ukvldudv for k = 0, . . . , 3, l = 0, 1 (5)

These double integrals which are expressed in (5) can be evaluated analytically, Al and Aksun
have described in details the analytical evaluation of matrix elements involved in the MOM without
any numerical integration, they use the fifth-order Taylor series expansion of the exponential term
e−jk0r [3] around r0 =

√
u2

0 + v2
0 − S2. Another approach is presented in [4] based on a new Taylor

series expansion of the exponential term e−jk0r

r for larger r0 without singularity problems and only
one level approximation of DCIM is used.

Recently, a two-level approximation of DCIM has been proposed and demonstrated that this
approach is very robust and it improves the computational efficiency [8]. So that it is necessary to
include this approximation in the evaluation of MOM matrix entries. In this work, we apply the
analytical method based on AS-MOM approach developed in [4] in conjunction with the two-level
DCIM. The AS-MOM approach is based on the combination of two Taylor series expansion, the
first one is for smaller r0, we use the evaluation technique in [3] and the second is for the larger r0

a Taylor series expansion of the exponential term e−jk0r

r is used, when the integrals are given by:
∫∫

ukvldudv for k = 0, . . . , 8 et l = 0, . . . , 6 (6)

where the term e−jk0r

r is approximated as follows:

e−jkr

r
=

e−jkr0

r0

∑

m+n≤5

βmnumvn (7)

And βmn are the Taylor series coefficients.

3. RESULTS AND DISCUSSION

To check the efficiency and the accuracy of our method proposed in this paper, an example is
presented. This formulation is applied to a microstrip line, where the dielectric constant of the
substrate εr = 2.33; the thickness of the substrate h = 0.79mm, the length of the microstrip line
L = 12 cm and the chosen frequency f = 1GHz. Figure 1 shows the magnitude of the current
distribution computed using our method and the technique outline in [3]. A good agreement
between the two techniques is observed. In order to improve the computational efficiency of our
method, the CPU times of evaluation of matrix entries is given in Table 1. We note that our
method is about four times faster than the method given in [3] and 60 times faster than numerical
integration.
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Table 1: CPU times in second for different methods.

Frequency (GHz) Numerical integration Technique [3] AS-MOM 2
1 42 3.01 0.55
5 160 13.73 0.79
10 688 58.64 3.65

Figure 1: Current distribution on a microstrip line.

4. CONCLUSION

This paper presents an efficient and a fast spatial-domain MOM formulation in conjunction with a
two-level approximation of Green’s functions for planar microstrip structure analysis. The results
obtained from our proposed method improve the computational efficiency without compromising
the precision.
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Abstract— In this study, we solved the electromagnetic scattering from the strip in the lay-
ered medium. The sinc type basis functions are used with their mathematical properties and
GPOF technique provides us fast computation of the Green’s functions in the layered medium.
Therefore we obtain an algebraic matrix equation without using integration instead we used the
approximated analytical forms with a specified error criteria like the few digits accuracy in the
ordinary MoM.

1. INRODUCTION

One of the popular technique in the electromagnetic scattering problems is Method of the Mo-
ments in 2D or in 3D. In this method, the integral equation (IE) is formulated depending on the
electromagnetic boundary conditions related with the fields. Then this IE is discretized and the
Green’s function in the layered medium has to be evaluated efficiently. One of the popular way of
this computation of the Green’s function in the layered medium is Generalized Pencil of Functions
(GPOF). This provides us a fast solution of the IE solution of the MoM [1, 2]

We had already studied the free space case in [3] ad our results were compatible with the given
in the previous literature [1, 2]. We also worked on the E polarization case of the strip scattering
in the layered medium by using the GPOF technique [4]. The GPOF technique is used in [1] and
provides one to compute the Green’s function in the layered media without using the complete
integrals instead we used the serial solutions with the reasonable truncation level.

In all these mentioned studies in [3] and [4] we used sinc type basis functions in MoM and
Galerkin procedure is applied. The application of the sinc function provides us some advantages
especially in the numerical integrating. The finite set of sinc functions are independent and orthog-
onal set. The feature of this set of sinc functions provides some mathematical properties. These
can be stated that the convolution of the two sinc function is again a sinc function. Also the infinite
integral of sinc function Hankel function is also a Hankel function at the position of the sinc.

However here we approached to the solution using the sinc based MoM in the layered medium
as a Galerkin procedure and this case only H-polarization is studied. Again the GPOF technique
is used here to find a closed form expression of the Green’s function in the solution process.

The previous studies in [1, 2] the authors also used GPOF but in the MoM procedure they firstly
obtain new function from the convolution of the sub domain functions. Then integration over this
new function is required. This is the basic condition for the ordinary MoM formulation. But here
we found the new sinc function as the convolution of the given two sinc as the basis and testing ones.
Then the integrals of this new sinc function can be obtained analytically i.e., Hankel function with
a spatial error criteria. Therefore the MoM is reduced to the IE as an algebraic matrix equation
not using integration process. Also we can say that the increasing W i.e., bandwidth of the spatial
domain sinc functions, reduces the relative error in the computation of the main matrix elements.

Therefore we can find fast solutions in a few digits accuracy with an available desktop computer.
There are some related studies using sinc basis functions in the recent literature but they are not
applied to singular problems and the computation of the main matrix elements are not specified.

The present formulation is applied to strip structures in the layered medium. Upper loaded and
multi strips inside the multilayer geometries are tested. The surface current densities are obtained
and compared with the previous results given in [1] and [2]. The far field scattering also is obtained
and basic concepts of the physics are checked.

2. FORMULATION

The geometry given in Figure 1 is illuminated by a plane electromagnetic wave. In this geometry,
the strip is located at different regions of the two layered media. In Figure 2(a), single strip is
located in the upper layer with a height z = zp = h. In Figure 2(b), three strips with equal widths
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are located inside the slab layer with different heights. The mathematical expressions for the single
strip in the layered medium can be given as

Einc
x (x) = −jωµ ~J(~r) ∗GA(~r) +∇

[
∇ · ~J(~r)

jωε
∗Gq(~r)

]
(1)

where the above IE given in (1) indicates the required boundary condition. After applying convo-
lution integral and operators to the equation, integral equation takes the form.

Figure 1.

Ein
x (x) =

ωµ

4

∫ w

−w
Jx(x′)(4j)GA

yy(ki|x− x′|)dx′ − 1
4ωε

(
∂Jx(x′)

∂x′
(4j)Gq(ki|x− x′)

)∣∣∣∣
x′=w

x′=−w

+
1

4ωε

∫ w

−w

∂2Jx(x′)
∂x′2

(4j)Gq(ki|x− x′|)dx′ (2)

Jx denotes current distribution; GA and Gq are the Green’s functions of the layered geometry.
The derivatives in (2) are evaluated in the finite difference manner. Unknown current density is
approximated by orthogonal sinc functions.

Jx(x) =
N∑

n=0

an sin c(2Wx− n) (3)

W is the bandwidth of the function. N is number of sample points on the strip. By using current
expansion of sinc functions in (2) and then applying test functions to the (2) also, IE equation
takes the following matrix form.

txEin
x (ptx) =

ωµ

4
tx [Anp] [Jx]− 1

4ωεtx

[
Aq

np

]
[Jx] +

1
4ωεtx

[γnp] [Jx] (4)
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(a) (b)

Figure 2. (a) 2w = 2λ1 and h = 5λ1, εr = 4 and θ = 0. (b) h1 = h2 = h3 = 0.1λ2, 2w = 0.2λ2 and εr = 4
and θ = 0.

In this equation, A matrix can be written as follows,

Anp =





tx(4j)GA
yy(ki|p− n|tx) p 6= n∫ ∞

−∞
sin c(2Wu− p + n)(4j)GA

yy(kiR)du p = n



 (5)

Also Aq matrix including Gq can be evaluated as

A(q)
np =





tx(4j)Gq(ki|p− n|tx) p 6= n∫ ∞

−∞
sin c(2Wu− p + n)(4j)Gq(kiR)du p = n



 (6)

In (4), third term can be written as the sum of matrices.

γnp = F̄np + Ḡnp (7)

where

F̄np =
[
Cp|A(q)

(n−1)p

]
(8)

Ḡnp =
[
A

(q)
(n+1)p

∣∣∣ Dp

]
(9)

Also C and D matrix coefficients are given as in (10) and (11)

Cp =
∫ ∞

−∞
sin c(2Wu− p)Gq(ki |u + w|)du (10)

Dp =
∫ ∞

−∞
sin c(2Wu− p)Gq(ki |u− w|)du (11)

3. NUMERICAL RESULTS

The presented formulation given above verified by using the following figures. One PC with 3 GHz
Pentium processor and desktop software is used. It seen that not too large W values are required
and the results are very close to the ones in the literature [1, 2]. Also at most a few minutes are
enough for the computation. Figure 3 shows a-that 3 strip in 3 layer geometry and it is almost
same with given in [1]. Also in Figure 4(a) and (b) present the far field and surface current that
the 2λ width and 5λ height from the layer surface and the results are given in the figure.
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Figure 3.

Figure 4.

4. CONCLUSION

In this study, we presented a sinc based MoM formulation and it works in this singular integral
equation of the H-polarization case. The results obtained are verified with the given literature.
Also even in the desktop software, it works in a few minutes. The properties of the sinc functions
provide us the approximately analytical functions for the main matrix elements. Therefore this
reduces the computation time with a given relative error and this error is compatible with the
ordinary MoM solutions.
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Abstract— We propose a method which utilizes the radiative transfer equation in optical to-
mography. In this approach, the radiative transfer equation is used as light propagation model
in those regions in which the assumptions of the diffusion theory are not valid and the diffusion
approximation is used elsewhere. Both the radiative transfer equation and the diffusion approx-
imation are numerically solved with a finite element method. In the finite element solution of
the radiative transfer equation, both the spatial and angular discretizations are implemented in
piecewise linear bases.

1. INTRODUCTION

In diffuse optical tomography (DOT), images of optical properties of tissues are derived based on
measurements of near-infrared light on the surface of the object. The image reconstruction in DOT
is a non-linear ill-posed inverse problem. Thus, even small errors in the measurements or modelling
can cause large errors in the reconstructions. Therefore, computationally feasible forward models
that describe light propagation within the medium accurately are needed.

The radiative transfer equation (RTE) is widely accepted as an accurate model for light propa-
gation in tissues [2]. However, it is computationally expensive, and therefore the most most typical
approach in DOT has been to use the diffusion approximation (DA) to the RTE as the forward
model. The DA is basically a special case of the first order spherical harmonics approximation to
the RTE, and thus it has some limitations. Firstly, the medium must be scattering dominated, and
secondly, light propagation can not be modelled accurately close to the collimated light sources and
boundaries [2].

To overcome the limitations of the diffusion theory, different hybrid methods that combine
diffusion approximation with other models have been developed. The radiosity–diffusion model [3]
can be used for turbid medium with non-scattering regions. However, it does not model light
propagation accurately in low-scattering regions or close to the collimated light sources. Methods
which combine Monte Carlo simulation with diffusion theory have also been reported [8, 18]. Monte
Carlo is known to describe light propagation accurately. However, it has the disadvantage of
requiring a long computation time. Moreover, the hybrid Monte Carlo-diffusion methods often
require iterative mapping between the models which increases the computation time even more.

Methods in which the RTE is utilized in DOT by combining it with diffusion theory have been
developed. These include the coupled transport and diffusion model [6] and the hybrid radiative
transfer-diffusion approach [15] where the transport and diffusion models are coupled and iteratively
solved. A coupled RTE–DA model was proposed by the authors in [16]. In the coupled RTE–DA
model, the RTE is used as the forward model in sub-domains in which the assumptions of the DA
are not valid and the DA is used elsewhere in the domain. The RTE and the DA are coupled
through boundary conditions between the sub-domains and they are solved simultaneously using
a finite element method (FEM). In this paper, the coupled RTE–DA model is utilized in light
transport simulations in realistic two-dimensional (2D) head geometry from a new-born infant’s
head.

2. METHODS

2.1. Radiative Transfer Equation
Let Ω ⊂ Rn, n = 2 or 3 denote the physical domain and ∂Ω the boundary of the domain, and
let ŝ ∈ Sn−1 denote a unit vector in the direction of interest. A widely accepted model for light
propagation in tissues is the radiative transfer equation. The frequency domain version of the RTE
is of the form (

iω
c

+ ŝ · ∇+ µs + µa

)
φ(r, ŝ) = µs

∫

Sn−1

φ(r, ŝ′)Θ(ŝ · ŝ′)dŝ′ + q(r, ŝ) (1)
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where i is the imaginary unit, ω is the angular modulation frequency of the input signal, c is the
speed of light in the medium, µs and µa are the scattering and absorption coefficients of the medium,
respectively, φ(r, ŝ) is the radiance, and q(r, ŝ) is the source inside Ω [2]. The kernel Θ(ŝ · ŝ′) is the
scattering phase function which describes the probability that a photon with an initial direction
ŝ′ will have a direction ŝ after a scattering event. In DOT, we use a vacuum boundary condition
for the RTE which assumes that no photons travel in an inward direction at the boundary ∂Ω.
Including a boundary source φ0 at the source position εj ⊂ ∂Ω, the boundary condition can be
written as

φ(r, ŝ) =
{

φ0(r, ŝ), r ∈ ∪jεj , ŝ · n̂ < 0,
0, r ∈ ∂Ω\ ∪j εj , ŝ · n̂ < 0,

(2)

where n̂ is the outward unit normal on ∂Ω.
A finite element (FE) solution for the steady-state RTE was derived in [7]. Since then, both the

forward and inverse problems have been studied, see e.g., [1, 5, 12]. In the frequency domain, nu-
merical solutions of the RTE have been obtained using finite volume-discrete ordinates method [13],
finite element method [15, 17], finite element-spherical harmonics method [19], and finite difference-
discrete ordinates method [11]. In this work, the RTE is solved with the FEM. Both the spatial
and angular discretizations are implemented in piecewise linear bases.
2.2. Diffusion Approximation
In DOT, light propagation in tissues is usually modelled with the diffusion approximation to the
RTE. The frequency domain version of the DA is of the form

−∇ · κ∇Φ(r) + µaΦ(r) +
iω
c

Φ(r) = q0(r) (3)

where κ = (n(µa + µ′s))
−1 is the diffusion coefficient where µ′s = (1− g1)µs is the reduced scattering

coefficient, and g1 is the mean of the cosine of the scattering angle, Φ(r) =
∫
Sn−1 φ(r, ŝ)dŝ is the

photon density, and q0(r) is a source inside Ω. The DA can not satisfy the boundary condition (2).
Instead it is often replaced by an approximation that the total inward directed photon current is
zero. Further, by taking into account the mismatch between the refractive indices of the medium
and surrounding medium, a Robin type boundary condition can be derived. It is of the form

Φ(r) +
1

2γn
κA

∂Φ(r)
∂n̂

= 0, r ∈ ∂Ω (4)

where γn is a dimension-dependent constant which takes values γ2 = 1/π and γ3 = 1/4 and A
is a parameter governing the internal reflection at the boundary ∂Ω, with A = 1 for the case of
matched refractive index[2, 10]. The light sources at ∂Ω are usually modelled in the DA either by
the collimated source model or the diffuse boundary source model. In case of the collimated source
model, the light source is modelled as an isotropic point source located at a depth 1/µ′s below
the source site. In case of the diffuse boundary source model, the source is modelled as a diffuse
boundary current Is at the source position.

The finite element approximation of the DA has been derived in several papers, see e.g., [4]. In
this study, the FE-approximation of the DA is constructed similarly as in [15].
2.3. Coupled RTE–DA Model
In the coupled RTE–DA model, the domain Ω is divided into RTE and DA sub-domains. The
RTE is used as a forward model in sub-domain Ωrte in which the assumptions of the DA are not
valid. The DA is used as a forward model in sub-domain Ωda which includes the remaining domain.
Let ∂Ωrte be the boundary of the domain Ωrte, and ∂Ωda be the boundary of the domain Ωda.
Furthermore, let Γ = ∂Ωrte ∩ ∂Ωda denote the interface that separates the sub-domains Ωrte and
Ωda. The RTE and DA are coupled through boundary conditions on the interface Γ. For the
external boundaries we use the following notations ∂Ωrte,out = ∂Ωrte \ Γ and ∂Ωda,out = ∂Ωda \ Γ.
In the frequency domain, the coupled RTE–DA model is of the form

iω
c

φ(r, ŝ) + ŝ · ∇φ(r, ŝ) + (µs + µa)φ(r, ŝ) = µs

∫

Sn−1

Θ(ŝ · ŝ′)φ(r, ŝ′)dŝ′ + q(r, ŝ), r ∈ Ωrte (5)

φ(r, ŝ) =
{

φ0(r, ŝ), r ∈ ∪jεj , ŝ · n̂ < 0
0, r ∈ ∂Ωrte, out\ ∪j εj , ŝ · n̂ < 0 (6)
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φ(r, ŝ) =
1

|Sn−1|Φ(r)− n

|Sn−1| ŝ · (κ∇Φ(r)) , r ∈ Γ (7)

−∇ · κ∇Φ(r) + µaΦ(r) +
iω
c

Φ(r) = q0(r), r ∈ Ωda (8)

Φ(r) +
1

2γn
κA

∂Φ(r)
∂n̂

=
{

Is

γn
, r ∈ ∪jεj

0, r ∈ ∂Ωda, out \ ∪jεj
(9)

Φ(r) =
∫

Sn−1

φ(r, ŝ)dŝ, r ∈ Γ. (10)

The FE-model for the coupled RTE–DA model was derived in [16] and it was further extended
for light propagation in turbid medium with low-scattering and non-scattering regions in [14]. In
this study, the FE-calculations are implemented accordingly.

3. RESULTS

The coupled RTE–DA model was tested with tissue-like optical properties in a realistic head ge-
ometry. The simulations were performed in a 2D segmented image that was done from a magnetic
resonance image of a new-born infant head. The 2D head slice is shown in left image of Figure 1.
The segmentation consisted of six domains which were: scalp, skull, grey matter, white matter,
CSF around the brain, and CSF in ventricles. The optical parameters used the in simulations are
given in Table 1. The modulation frequency of the input signal was 100 MHz.

0 20 40 60 80 100 120
0

20

40

60

80

100

120

Figure 1: The left image: A segmented image from a new-born infant’s head. The right image: The coupled
RTE–DA model computation domain; the CSF regions (dark grey colour), the RTE sub-domain (light grey
colour), and the DA sub-domain (white colour). The location of the light source is marked with a triangle.

The forward problem was solved with the coupled RTE–DA model in the head slice domain. The
computation domain is illustrated in the right image of Figure 1 where the CSF regions are marked
with dark grey colour. The domain was divided into the RTE and DA sub-domains, Ωrte and Ωda,
which are illustrated in Figure 1 with light grey and white colours, respectively. In simulations, the
source was located at the bottom of the computation domain. The location of the source is marked
in Figure 1 with a small triangle. The coupled RTE–DA model was solved with the FEM with
the streamline diffusion modification applied. For comparison, the FE-solutions of the RTE and
the DA were computed in the whole domain. The FE-solutions were computed in the same spatial
mesh as the FE-solution of the coupled RTE–DA model. In addition, the results were compared
with Monte Carlo simulation. The Monte Carlo simulations were performed as in [9].

The photon densities inside the head slice are shown in Figure 2 which shows the FE-solutions of
the RTE, the coupled RTE–DA model, and the DA (images from left to right in respective order).
The logarithms of amplitudes are shown on the top row and the phase shifts are shown on the
bottom row. The exitances on the boundary of the head slice are shown in Figure 3 which shows
the exitances solved with the RTE, the coupled RTE–DA model, the DA, and Monte Carlo. The
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Table 1: The absorption coefficient µa and the scattering coefficient µs within the head slice.

Scalp Skull Grey
matter

White
matter

CSF around
the brain

CSF in the
ventricles

µa(mm−1) 0.018 0.016 0.048 0.036 0.0048 0.0048
µs(mm−1) 4.75 4 1.25 2.5 0.16 0.006

logarithms of amplitudes are shown on the left and the phase shifts are shown on the right. As
it can seen from Figure 2, the photon densities solved with the RTE and the coupled RTE–DA
model look similar. The DA solution differs from both of them. Examining the exitances on the
boundary of the domain and comparing the FE-solutions with the Monte Carlo simulations show
that the coupled RTE–DA model and the RTE give almost the same results as Monte Carlo. This
can be seen from Figure 3. The DA solution differs from the other approaches clearly.

Figure 2: Logarithm of amplitude (top row) and phase shift (bottom row) of photon density within the head
slice. From left to right: the RTE solution, the coupled RTE–DA model solution, and the DA solution.
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Figure 3: Logarithm of amplitude (on the left) and phase shift (on the right) of exitance on the boundary
of the head slice.

Information about FE-matrix sizes and number of non-zero elements in them as well as the
computation times are given in Table 2. All the FE-solutions were computed using the biconjugate
gradient method with MATLABr version 7.5 (R2007b), (The MathWorks, Inc.). The iterations
were proceeded until they converged. As it can be seen from Table 2, the computation times for the
RTE and the coupled RTE–DA model are both longer than for the whole domain DA. However,
the coupled RTE–DA solution is obtained faster than the solution using the RTE in the whole
domain. Moreover, the FE-matrix size and the number of non-zero elements are smaller in coupled
RTE–DA model than in the whole domain RTE. This indicates that the coupled model requires
less memory when solving the forward problem.
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Table 2: FE-matrix sizes, number of non-zero elements, and the forward solution computation times for the
RTE, the coupled RTE–DA model, and the DA.

Matrix size Non-zeros Time(s)
RTE: 351040 × 351040 77948928 14383
RTE–DA: 202002 × 202002 42099140 11509
DA: 10970 × 10970 76122 19.594

4. CONCLUSION

Utilizing the RTE in diffuse optical tomography was investigated. Light propagation was modelled
with the coupled RTE–DA model, the RTE, the DA, and Monte Carlo in realistic two-dimensional
head geometry from a new-born infant’s head. The results show that the coupled RTE–DA model
gives almost the same results as the RTE and Monte Carlo. The DA solution, however, differs from
the other approaches clearly. The results show that the RTE can be utilized in DOT in situations
where the DA is not valid.
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New Metamaterial Using Dynamic Analysis at Millimeter Waves
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Abstract— Electromagnetic metamaterials are broadly artificial homogeneous electromagnetic
structures with unusual properties not readily found in ubiquitous materials with desired dielec-
tric and magnetic characteristics. In this paper the bilateral fin line with EBG — Electromagnetic
Band Gap — metamaterial substrate was analyzed using the TTL — Transverse Transmission
Line — method. In order to analyze this structure the effective dielectric constant and the at-
tenuation constant are determined. The results obtained for this application and the conclusions
are presented.

1. INTRODUCTION

Fin lines are widely used as a millimeter wave component due to its various advantages such as
reducing size, weight, and cost and in addition because it interfaces easily with other millimeter
wave circuits. In this paper the EBG metamaterial is applied to bilateral circuit. The analysis is
made using the full wave TTL method. This paper objective is to present the effect of dielectric
anisotropy on edge coupled bilateral finlines shown in Fig. 1. The paper discusses the effect of
anisotropy on effective dielectric constants and attenuation constant by applying the anisotropy
one by one in all three directions.

The EBG medium can not be characterized by assigning a single permittivity and permeability
value for throughout the finite structure. In other words, the parameters depend on the spatial
coordinates and this causes spatial dispersion. As a result of this, the medium will not be ho-
mogenous. For a non-homogeneous structure, the incident wave undergoes a process of multiple
scattering. The substrate shown in region 2 of Fig. 1 is modeled by utilizing bianisotropic tensor
properties:

µ = µ0

[
µxx 0 0
0 µyy 0
0 0 µzz

]
(1)

ε = ε0

[
εxx 0 0
0 εyy 0
0 0 εzz

]
(2)

To calculate the numerical results a computational program in Fortran Power Station and Scilab
languages were developed, according to the previous theoretical analyses. Compared to other full
wave methods the TTL is an efficient tool to determine the fin line characteristics, making possible
a significant algebraic simplification of the equations involved in the process and reducing the
computational time.

Figure 1: Transversal cut of a bilateral fin line structure with EBG substrate.
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2. TTL METHOD

The general equations of the fields in the TTL method are obtained after using the Maxwell’s
equations, as: [

~ETi
~HTi

]
=

1
k2

i + γ2
i

[
jω∇T ×

[−µ ~Hyi

ε1
~Eyi

]
+

∂

∂y
∇T

[
~Eyi
~Hyi

]]
(3)

were the index ‘T’ represents the transversal components directions (x, z):

~ETi = ~Exix̂ + ~Eziẑ (4)
~HTi = ~Hxix̂ + ~Hziẑ (5)

∇T = ∇xx̂ +∇z ẑ =
∂

∂x
x̂ +

∂

∂z
ẑ (6)

The equations are used for the analysis in the spectral domain, in the “x” and “z” directions.
Therefore it should be applied to the field, equations of double Fourier transform defined as:

f̃ (αn, y, βk) =
∫ ∞

−∞

∫ ∞

−∞
f(x, y, z) · ejαnx · ejβkzdxdz (7)

After using the Maxwell’s equations in the spectral domain, the general equations of the electric
and magnetic fields in the TTL method are obtained as:

Ẽxi =
1

γ2
i + k2

i

[
−jαn

∂

∂y
Ẽyi − jωµΓH̃yi

]
(8)

Ẽzi =
1

γ2
i + k2

i

[
−Γ

∂

∂y
Ẽyi − ωµαnH̃yi

]
(9)

H̃xi =
1

γ2
i + k2

i

[
−jαn

∂

∂y
H̃yi + jωεΓẼyi

]
(10)

H̃zi =
1

γ2
i + k2

i

[
−Γ

∂

∂y
H̃yi + ωεαnẼyi

]
(11)

where:
γ2

i = αn2
i
− Γ2

i − k2
i , is the propagation constant in “y” direction; αn is the spectral variable in “x”

direction.
k2

i = ω2µε = k2
0ε
∗
ri is the wave number of ith term of dielectric region;

ε∗ri = εri − j σi

ωε0
is the relative dielectric constant of the material with losses;

εi = ε∗ri · ε0, is the dielectric constant of the ith region;
Γ = αn + jβ, is the complex propagation constant;
ω = $r + jωi is the complex angular frequency.
B. The Admitance Matrix

A group of equations are applied, being calculated the Ey and Hy fields through the solution
of the Helmoltz equations in the spectral domain. A system equations is then obtained, that in a
matrix form is given as: [

Y x1x1 Y z1x1

Y z1x1 Y z1z1

] [
Ẽxg
Ẽzg

]
=

[
J̃x
J̃z

]
(12)

Where for example:

Y x1x1 =
−j

ωµ

[(
α2

n − γ2
2

) tanh γ2g

γ2
+

(
α2

n − γ2
3

) coth γ3f

γ3

]
(13)

The “Y ” matrix is the dyadic Green admittance function of the finline. To eliminate the components
of the current density, the method of the moments was applied with the expansion of Ẽxg and Ẽzg
in terms of known base functions, as:

Ẽxg = Ax1f̃x1(αn) (14)

Ẽzg = Az1f̃ z1(αn) (15)
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As a result, the equation is transformed in an homogeneous matrix equation, whose non-trivial
solution corresponds to the characteristic equation, and it’s roots supply the phase and attenuation
constants. [

Kx1x1 Kx1z1

Kz1x1 Kz1z1

] [
Ax1

Az1

]
= 0 (16)

Where for example:

Kx1x1 =
∞∑
−∞

f̃x1(αn)Y x1x1f̃x1(αn) (17)

The characteristic equation for determining the complex propagation constant Γ, is obtained
by setting the determinant of the system matrix equal to zero. The effective dielectric constant is
determined after numerical solutions of the matrix determinant by the relation between the phase
constant and the free space wave number:

εep = (β/ko)2 (18)

3. METAMATERIAL STRUCTURE

Electromagnetic metamaterials (MTMs) are broadly defined as artificial effectively homogeneous
electromagnetic structures with unusual properties not readily available in nature [4]. EBGs have
being broadened the range of available electromagnetic material properties. These materials have
allowed the new solutions to Maxwell’s equations not available in naturally occurring materials,
fueling the discovery of new physical phenomena and the development of devices.

EBGs are periodic arrangements of dielectric or metallic elements in one, two or three dimen-
sional manners. EBGs inhibit the passage of electromagnetic wave at certain angles of incidence
at some frequencies. These frequencies are called partial bandgaps. At a specific frequency band,
an EBG does not allow the propagation of wave in all directions and this frequency region is called
the complete bandgap or global bandgap.

The characteristic property of stop bands at certain frequencies enables many applications using
EBGs. At this stop band, all electromagnetic wave will be reflected back and the structure will act
like a mirror. The advantage over a metal reflector is that for an EBG, reflection takes place only
at stop band frequency. At other frequencies it will act as transparent medium. This concept is
illustrated in Fig. 2.

Figure 2: Diagram illustrating the application of EBG.

One characteristic of this material is the negative permittivity, ε, and permeability, µ. Fig. 3
shows this structure.

If the excitation electric field ~E is parallel to the “y” axis in the MTM thin-wire shown in
Fig. 2(a) so as to induce a current along them and generate equivalent electric dipole moments,
this MTM can be characterized by plasmonic-type permittivity frequency function of the form [4],

εr(ω) = 1− ω2
pe

ω2 + ζ2
+ j

ζω2
pe

ω (ω2 + ζ2)
(19)
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(a) (b)

Figure 3: (a) Thin-wires TW, with negative-ε/positive-µ if ~E‖y, (b) Split-ring resonator SRR positive-
ε/negative-µ, if ~E ⊥ z [4].

where: ωpe =
√

2πc2

p2 ln( p

a) (c: speed of light, a: radius of the wires, p: period) is the electric plasma fre-

quency. ζ = ε0(pωpe/a)2/πσ is the dumping factor due to metal loss. By analyze the Equation (19),
we have:

Re(εr) < 0, for ω2 < ω2
pe − ζ2 (20)

If consider ζ = 0, result : εr < 0 ⇐⇒ ω2 < ω2
pe (21)

If the excitation magnetic field ~H is perpendicular to the “z” axis in the MTM Split-ring resonator
shown in Fig. 2(b). So as to induce a current in the loop of the ring and generate equivalent magnetic
dipole moments, this MTM can be characterized by plasmonic-type permeability frequency function
of the form [4],

µr(ω) = 1− Fω2
(
ω2 − ω2

0m

)
(
ω2 − ω2

0m

)2 + (ωζ)2
+ j

Fω2ζ(
ω2 − ω2

0m

)2 + (ωζ)2
(22)

where: F = π(a/p)2, ω0m = c
√

3p
π ln(2wa3/δ) (w: width of the rings, δ: radial spacing between the

rings) is a magnetic resonance frequency. The Equation (22) analyze, reveals the range of frequency
where re permeability is negative: µr < 0, for ω0m < ω < ω0m√

1−F
= ωpm, where ωpm is the magnetic

plasma frequency.
The structure described in the Fig. (b) is a LH is bidimensional, so ~E has to be directed along

the axis of the wires, and two directions are possible for ~H, then we have the following conditions:
εxx(ω < ωpe) < 0, εyy = εzz > 0; µxx < 0 for ω0m < ω < ωpm and µyy, µzz > 0.

(a) (b)

Figure 4: (a) Permeability for the SRR structure, (b) Permittivity for the TW configuration.
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4. RESULTS

To calculate the numerical results computational programs in Fortran Power Station language
and Scilab were developed, according to the previous theoretical analyses. As illustrated in the
previous section the metamaterial present negative permeability e permittivity constants. Fig. 4
shows the metamaterial waveforms. The fin line uses a WR-28 millimeter wave guide and at
27.0GHz (resonance frequency) occurs the Threshold conditions to both curves.

The new results for the bilateral fin line with metamaterial substrate, in a WR-28 millimeter
wave guide, according to Fig. 1, with 2g = 0.125mm, f = 3.4935mm, w1 = w2 = 0.15 mm and
εr1 = εr3 = 1, εr2 and µr2 are given by Figs. 4(a) and (b), are show in Fig. 5.

(a) (b)

Figure 5: (a) Effective dielectric constant vs. frequency, (b) attenuation constant vs. frequency; for a
bilateral din fin line in a WR-28 millimeter wave guide with metamaterial substrate.

5. CONCLUSIONS

Theoretical and numerical results have been presented for the bilateral fin line with EBG sub-
strate, and results for the substrate itself. The TTL method, in the Fourier transform domain
was used in the determination of the electrical and magnetic fields, in all regions. The results were
obtained for the propagation constant, including the attenuation and phase constants, and effective
dielectric constant for the fin line structure. It was observed a considerable reduction in the alge-
braic development using the TTL method and a performance improvement using the metamaterial
substrate.
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A New Application Metamaterial Antenna
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Abstract— Electromagnetic metamaterials (MTM) are artificial homogeneous electromagnetic
structures with peculiar properties characteristics, with tensor permeability and permittivity,
which can be used in some devices, as: antennas, fin lines devices and filters. In this paper the
metamaterial substrate is applied to microstrip antenna. The structure was analyzed using the
concise full wave TTL — Transverse Transmission Line — method. In order to analyze this
structure the resonant frequency and pattern fields are obtained. The new results are presented
and compared with previous another one of the specialized literature.

1. INTRODUCTION

The microstrip resonator is widely used as an antenna due to its various advantages such as:
reducing size, weight, cost and in addition, because it interfaces easily with other circuits. This
device is composed of a rectangular patch, metamaterial substrate and a ground plane. The MTM
impedes the propagation of electromagnetic waves in some frequency, which can be used to made
devices most efficient, and eliminate unwanted frequencies. The analysis is made using the TTL
method, with efficient bases function in both x and z directions, as is shown in the Fig. 1 [1]. In
order to analyze this structure the resonant frequency and pattern fields are obtained. New results
are presented.

Figure 1: Microstrip resonator with metamaterial.

2. METAMATERIAL THEORY

Electromagnetic metamaterials (MTMs) are artificial homogeneous electromagnetic structures with
unusual properties not readily available in nature [2, 3]. These metamaterials have allowed the
new solutions to Maxwell’s equations, fueling the discovery of new physical phenomena and the
development of devices.

If the excitation electric field ~E is parallel to the “y” axis, in the MTM thin-wire shown in
Fig. 2(a), induces a current that generates equivalent electric dipole moments. This MTM can be
characterized by plasmonic-type permittivity frequency function of the form [3],

εr(ω) = 1− ω2
pe

ω2 + ζ2
+ j

ζω2
pe

ω (ω2 + ζ2)
(1)

where: ωpe =
√

2πc2

p2 ln( p

a) (c: speed of light, a: radius of the wires, p: period) is the electric plasma fre-

quency. ζ = ε0(pωpe/a)2/πσ is the dumping factor due to metal loss. By analyze the Equation (1),
we have:

Re(εr) < 0, for ω2 < ω2
pe − ζ2 (2)

if consider ζ = 0, result : εr < 0 ⇐⇒ ω2 < ω2
pe (3)



742 PIERS Proceedings, Cambridge, USA, July 2–6, 2008

(a) (b)

Figure 2: (a) Thin-wires TW, with negative-ε/positive-µ if ~E‖y, (b) Split-ring resonator SRR positive-
ε/negative-µ, if ~E‖y.

If the excitation magnetic field ~H is perpendicular to the “z” axis in the MTM Split-ring resonator
shown in Fig. 2(b), induces a current in the loop of the ring and generates equivalent magnetic dipole
moments. This MTM can be characterized by plasmonic-type permeability frequency function of
the form [3],

µr(ω) = 1− Fω2
(
ω2 − ω2

0m

)
(
ω2 − ω2

0m

)2 + (ωζ)2
+ j

Fω2ζ(
ω2 − ω2

0m

)2 + (ωζ)2
(4)

where: F = π(a/p)2, ω0m = c
√

3p
π ln(2wa3/δ) (w: width of the rings, δ: radial spacing between the

rings) is a magnetic resonance frequency. The Equation (4) analyze, reveals the range of frequency
where re permeability is negative: µr < 0, for ω0m < ω < ω0m√

1−F
= ωpm. Where ωpm is the magnetic

plasma frequency.

Figure 3: TW-SRR structure compost with SRR and TW metamaterial.

The MTM above is anisotropic, that is characterized using permittivity and permeability tensor,
as below:

µ = µ0

[
µxx 0 0
0 µyy 0
0 0 µzz

]
(5)

ε = ε0

[
εxx 0 0
0 εyy 0
0 0 εzz

]
(6)

The structure described in the Fig. 3 is a LH bidimensional. ~E is directed along the axis of the
wires, and two directions are possible for ~H, then has the following conditions: εxx(ω < ωpe) < 0,
εyy = εzz > 0; µxx < 0 for ω0m < ω < ωpm and µyy, µzz > 0.
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3. FIELDS IN STRUCTURE

The metamaterial substrate shown in region 1 of Fig. 1 is modeled by using bianisotropic tensor
properties Equations (5) and (6), together with wave equations which are expressed as [4, 5]:

∂2Ẽy

∂y2
− γ2Ẽy = 0 (7)

∂2H̃y

∂y2
− γ2H̃y = 0 (8)

After using the Maxwell’s equations in the spectral domain, the general equations of the electric
and magnetic fields to the metamaterial resonator are obtained as:

Ẽxi =
1

γ2
i + k2

0εri

[
−jαn

∂

∂y
Ẽyi + ωµ0µxiβkHyi + ωµ0µziβkH̃yi

]
(9)

Ẽzi =
1

γ2
yi + k2

0εri

[
−jβk

∂

∂y
Eyi − ωµ0µxiαnHyi − ωµ0µziαnHyi

]
(10)

Hxi =
1

γ2
yi + k2

0εri

[
−jαn

∂

∂y
Hyi − ωε0εxiβkEyi − ωε0εziβkEyi

]
(11)

H̃zi =
1

γ2
yi + k2

0εri

[
−jβk

∂

∂y
Hyi + ωε0εxiαnEyi + ωε0εziαnEyi

]
(12)

where: i = 1, 2 represent the dielectric regions of the structure; γ2
i = α2

n+β2
k−k2

i is the propagation
constant in y direction; αn is the spectral variable in “x” direction and βk is the spectral variable in
“z” direction; k2

i = ω2µε = k2
0ε
∗
ri is the wave number of the ith dielectric region; ε∗ri = εri− j σi

ωε0
is

the relative dielectric constant of the metamaterial with losses; ω = ωr +jωi is the complex angular
frequency; εi = ε∗ri · ε0 is the dielectric constant of the metamaterial.

The equations above are applied to Helmoltz’s wave equations in the spectral domain (7) and
(8) [4, 5] to determine the field’s equations to the structure in study. The solutions of these equations
to the regions are:
For the regions 1 and 2:

Ẽy1 = A1e · cosh(γ1y) (13)

H̃y1 = A1h · sinh(γ1y) (14)

Ẽy2 = A2e · e−γ2y (15)

H̃y2 = A2h · e−γ2y (16)

Substituting these solutions in the field’s Equations (9) into (12), as functions of the unknown
constants A1e, A1h, A2e and A2h are obtained, for example, for the region 1:

Ẽx1 =
−j sinh(γ1y)

k2
1 + γ2

1

[αnγ1A1e + jβkωµ0µx1A1h + jβkωµ0µz1A1h] (17)

H̃x1 =
−j cosh(γ1y)

k2
1 + γ2

1

[αnγ1A1h + jβkωε1εx1A1e + jβkωε1εz1A1e] (18)

4. ADMITANCE MATRIX

The Equations (19) and (20) relate the current densities in the sheets (J̃xt and J̃zt) and the magnetic
fields in the interface y = g:

H̃x1 − H̃x2 = J̃zt (19)

H̃z1 − H̃z2 = J̃xt (20)

Substituting the magnetic field’s Equations (11) and (12), into the current Equations (19) and (20),
we can get the admittance matrix, like:

[
Yxx Yxz

Yzx Yzz

] [
Ẽxg

Ẽzg

]
=

[
J̃zg

J̃xg

]
(21)
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Yxx =
i

ωµ0γ1γ2{
γ2 cotgh(γ1g)

[−β2
kγ2

1 +ω2αn2ε0µ0 (εx1+εz1)(µx1+µz1)
]

(
γ2
1 + k2

1

)
(µx1 + µz1)

+
γ1(−β2

kγ2
2+ω2αn2µ2ε2)(

γ2
2 +k2

2

)
µr2

}
(22)

Yxz =
jαnβk

ωµ0γ1γ2

{
γ2 cot gh (γ1g)

[
γ2
1 + ω2ε0µ0 (εx1 + εz1) (µx1 + µz1)

]
(
γ2
1 + k2

1

)
(µx1 + µz1)

+
γ1(γ2

2+ω2µ2ε2)(
γ2

2 + k2
2

)
µr2

}
(23)

Yzx = Yxz (24)

Yzz =
−j

ωµ0γ1γ2{
γ2 cotgh(γ1g)

[−αn2γ2
1 +αnβkω

2ε0µ0(εx1+εz1)(µx1+µz1)
]

(
γ2
1 +k2

1

)
(µx1+µz1)

+
γ1(−αn2γ2

2+β2
kω2µ2ε2)(

γ2
2 + k2

2

)
µr2

}
(25)

(26)

The matrix inversion is used and current densities in the interface are expanded using base
functions [4, 5]: [

Zxx Zxz

Zzx Zzz

] [
J̃zg

J̃xg

]
=

[
Ẽxg

Ẽzg

]
(27)

J̃xg =
n∑

i=1

axi · f̃xi (αn, βk) (27a)

J̃zg =
m∑

j=1

azi · f̃zi (αn, βk) (27b)

The Fourier transformed to the base functions is [4]:

f̃x (αn, βk) =
2π2l · cos

(
βkl
2

)

π2 − (βkl)
2 · Jo

(
αn

w

2

)
(28)

The Garlekin method is applied to (26), to eliminate the current densities, and then is abtained,
[
Kxx Kxz

Kzx Kzz

]
·
[
ax

az

]
=

[
0
0

]
(29)

Where, for examples,

Kxx =
∞∑
−∞

f̃x · Zxx · f̃∗x ; Kxz =
∞∑
−∞

f̃z · Zxz · f̃∗x (30)

The determinant of (29) solution, supplies the complex resonant frequency.
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5. RESULTS

As illustrated in the section one, the metamaterial TW-SRR, can presents negative permeability e
permittivity constants. The Fig. 4 shows the waveforms to the structure TW-SRR. At 1.34GHz
(resonance frequency) occurs the threshold conditions to both curves. These characteristics are very
important because a range of values available to devices project is increased around the resonance
frequency point. It’s also shown the far fields comportment to operate in two different ranges
(negative µ-ε and positive µ-ε). Here can be seen that the radiation patterns characteristic can
change just varying the operation frequency.

6. CONCLUSIONS

The field’s equations to rectangular resonator with metamaterial theory were demonstrated using
the TTL method. It was shown that can achieved a wide range of permeability and permittivity
values, by varying the structure parameters. These characteristics are very important to improve
the design of the antenna devices. New results were shown for permeability and permittivity
parameters in the GHz range, as well as the far fields and resonance frequency of metamaterial
antenna.
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Abstract— Remote sensing is a powerful tool, providing a truly synoptic view of surface water
quality. Spectral enhancement of satellite images has improved significantly in recent years. In
this research, satellite image data were used to detect, monitor and map different pollutants
at five study sites along the El-Gamil beach including; El-Debba, El-Manasra, El-Fardous and
El-Gamil inlets and the El-Gamil airport. The images were rectified and analyzed by ERDAS
IMAGINE 8.7. Image processing techniques were applied using ENVI 4.2 to analyze the SPOT
image data (10 m resolution) for 2006. Image enhancement, principal component analysis (PCA),
band ratios and supervised/unsupervised classifications were applied. Water quality degradation,
due to high discharge volumes of domestic sewage and the absence of any substantive controls
on the release of toxic materials, was monitored. Surface water samples were collected during
the winter of 2005 and the summer of 2006. Water contamination was found to be higher in the
summer than in the winter. SPOT image data from the summer, therefore, was selected to verify
the results of heavy metal analysis. Six metals, at varying concentrations, were detected along
the coast: iron (Fe), manganese (Mn), cadmium (Cd), lead (Pb), zinc (Zn) and copper (Cu). The
highest concentrations were: Fe (896 µg/l) at El Debba; Mn (198 µg/l) at the El-Gamil airport;
Cd (2.7 µg/l) at El Fardous; Pb (56 µg/l) at El Debba; Zn (300µg/l) at the El Gamil airport;
Cu (19.3 µg/l) in El Manasra. Chemical analyses verified the surface water contamination distin-
guished from the satellite data. El-Gamil airport, El Gamil and El Fardous inlets were the most
polluted sites due to intensive discharge of domestic, agricultural and industrial wastes. Differ-
ent pollutants detected along the El Manasra and El Debba sites are associated with industrial
development, and discharge from natural gas companies and electric power generating stations.
Satellite imagery data were verified through a field investigation. Significant water pollution
was recorded on the eastern side of the coast due to contaminants carried from the Damietta
promontory by longshore currents and from other eastern cities by the reverse seasonal currents.
Significant water pollution is not unique to this region of the Mediterranean Sea, but is increas-
ingly common at coastal locations throughout the globe. To protect both the marine environment
and commercial interests that depend on clean water and beaches (e.g., beach resorts), effective
wastewater management practices must be designed, implemented and maintained, along with
reasonable development policies. Remote sensing may be an important tool for monitoring the
effectiveness of any pollution mitigation strategies.

1. INTRODUCTION

Despite major strides in wastewater treatment and control of point and nonpoint source pollution,
contamination of surface water remains a major global environmental concern. Developing effective
methodology to monitor the quality of surface water has been, and continues to be, a major focus of
research [5, 7]. An increasingly important tool for environmental monitoring is remote sensing and
related areas of satellite-derived imaging. Remote sensing technologies that can provide important
data for multiple coastal water parameters, such as chlorophyll-a, turbidity, dissolved organic matter
(DOM), total nitrogen, temperature and salinity, have been under development for nearly two
decades [20]. The remote sensing techniques are based on either a radiative transfer algorithm or a
statistical correlation model. The most useful water quality data are collected by airborne remote
sensing from small, shallow water bodies under cloudless conditions that allow for a high level of
spatial resolution. Reliable information has been obtained through multiple satellite remote sensing
systems, such as the Multi-spectral Scanner (MSS), Thematic Mapper (TM), Enhanced Thematic
Mapper Plus (ETM+), SPOT HRV, IKONOS and Quickbird [8]. These data were recorded as a
quantitative measure of electromagnetic radiation that has either been reflected or emitted from
terrestrial objects [11]. Yang [20] used ETM+ data to estimate chlorophyll-a concentrations in
Pensacola Bay on the Gulf of Mexico. The in situ chlorophyll concentrations are estimated using
band ratios as independent variables. Band1/Band3 was found to be the most effective in estimating
chlorophyll-a. Using this ratio, Yang [20] identified high concentrations of chlorophyll-a along the
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Gulf of Mexico coastline. The elevated levels were linked to an abundance of benthic algae, and
also may have been due to phytoplankton since the chlorophyll-a measurements were higher near
the outlets of several rivers [20]. Change detection is the process of addressing the variation in
the state of an object or phenomenon by observing it at different intervals in time. Monitoring
these temporal fluctuations is one of the most important applications of remote sensing because
of the availability of continuous, or frequent discrete, observations using a uniform data collection
method [2, 9, 16–18].

For the current study, SPOT images were used to monitor and analyse coastal water pollution
at the El-Gamil area. The image employed in this study was acquired in 2006, with a resolution
of 10 m. SPOT data were geometrically corrected based on the corrected images of Kaiser [10] and
further rectified to ground control points measured during the field study. Image data, combined
with field inspection and chemical analyses, have been successfully applied along the western coast
of the Port Said governorate to detect and monitor surface water pollution. The goal of this study
was to apply image processing techniques, including image classification, band ratio and principal
component analyses, to identify highly contaminated areas along the coastal zone of the study site.

2. SURFACE WATER ANALYSES

Thirty surface water samples were collected at a depth of 0.5 m from five selected sites along the
El-Gamil coast during the winter of 2005 and summer of 2006. Water samples were collected in
one liter, white polyethylene bottles, which were placed in an ice-box following collection, and
transferred to the laboratory for storage at 4◦C until analysis. Total concentrations of Fe, Mn,
Zn, Cu, Pb and Cd metals were analyzed using an atomic absorption spectrophotometer (AAS)
(Perkin Elmer, model 1200 A), at the El-Fostat center, Cairo, Egypt, according to Standard Method
3110 [1].

The concentrations of heavy metals were higher in the summer than in the winter (Table 1).
Even though there was variability among sites, the overall concentration range for a particular
metal was relatively narrow, with no values that appeared to be unusual. Not surprisingly, Fe
concentrations were the highest, ranging from 822.6µg/l at El Fardous to 896µg/l at El Debba.
Cd concentrations were the lowest and ranged from 0.8µg/l at El Gamil inlet to 2.7µg/l at El

Table 1: Concentrations of heavy metals in water samples collected from the El-Gamil Coast during winter
2005 and summer 2006.
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Fardous inlet.

3. IMAGE PROCESSING

Physical parameters related to the earth’s surface and atmosphere behave differently when observed
at different space-time scales. Monitoring techniques, either remote or ground-based, rely on the
principle that alterations in land cover will result in concurrent changes in the spectral signature
of the affected land surface. The accuracy of the result is strongly dependent on the processing
procedure, consisting mainly of geometric correction, image classification and spectral enhancement.

3.1. Geometrical Correction

Raw digital images usually contain geometric distortions due to variations in altitude, attitude,
earth curvature and atmospheric refraction. Random distortions and residual, unknown systematic
distortions are corrected by analyzing well-distributed ground control points (GCPs) present within
an image and for which accurate ground coordinates are available. In this study, image rectification
and registration were completed using ERDAS IMAGINE 8.7 (Leica Geosystems, Atlanta, USA)
for the SPOT image in August 2006 (Path 178, Row 38) to monitor surface water pollution. The
image was used to distinguish between water pollutants based on collected water samples during
the summer of 2006.

A second-order polynomial was used, as it provides an adequate transformation for registering
a scene to geographical coordinates (lat/long), in the absence of significant relief [3, 6, 19]. In order
to improve the image registration and decrease the RMS errors, 25 well-distributed geographic
GCPs were selected from 1:50000 scale topographic maps and measured in the field using a Garmin
38 GPS (Global Positioning System) to be used for the geometric transformation model. These
points represent features that are clearly seen in both the satellite image (source points) and
topographic map (reference points). Since both the source and the corresponding reference points
are representing the same features, but with different X, Y coordinates, corrections were needed.
The RMS errors were decreased from 0.4890 in X and 0.4567 in Y [10] to 0.2314 in X and 0.2560
in Y in the present study. Although the cubic convolution is more complicated than both the
nearest neighbour and the bilinear methods, it produces an image without the blackness that can
occur with the nearest neighbour method due to the repetition of some pixel values. In addition,
the output images do not have the over-smoothing problem associated with the bilinear method,
which occurs as a result of the averaging process [15]. The images were geometrically corrected
to the Universal Transverse Mercator (UTM) projection with a 10m grid. In this approach, the
transferred “synthetic” pixel values were determined by evaluating a block of 16 pixels from the
original image matrix surrounding each output pixel. The most appropriate band combination
used to create a false color composite image showing drainage, agricultural and industrial waste
products along the El-Gamil coastal zone was 321; RGB (Fig. 1).

Figure 1: False colour composite of three SPOT bands (321 RGB) for 2006. Surface water pollution appears
in green along the El Gamil coastal zone.
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3.2. Image Classification
The basic premise in multi-spectral computer classification is that terrestrial objects possess suf-
ficiently different reflectance properties (digital values commonly known as spectral signatures) in
different regions of the electromagnetic spectrum. Based on these spectral signatures, natural and
cultural surface features can be discriminated and a new output image created having a specific
number of classes or categories [18]. Image classification is used to automatically categorize all
pixels in an image into land cover classes or themes. An essential aspect of any classification is the
development of training samples for the spectral signatures of all objects existing within the scene.
The statistics of these training samples characterize the different classes and enable the software to
assign each point in the data to one of these classes. Accordingly, the classification techniques can
be divided into two general types: unsupervised and supervised. Unsupervised classification was
conducted using a histogram peak cluster technique to identify dense areas or frequently occurring
pixels [12]. In the unsupervised approach, spectrally separable classes are determined and defined
relative to their informational utility to form a supervised classification scheme. In the supervised
approach the useful information categories are defined and examined for their spectral separability.
Based on a histogram of the clustering results, five well-defined spectral classes were segregated
(Fig. 2), including sea water (dark blue), shallow water (light blue), turbidity and sediment accu-
mulation (green), beach sand (dark red) and polluted water (yellow). Each class was verified in the
field using a Garmin 38 GPS unit; more than 25 ground data sites were visited and checked.

Figure 2: Supervised classification of the SPOT image for 2006, showing spectral classes at the El Gamil
coastal zone.

3.3. Spectral Enhancement
The principal objective of enhancement techniques is to process a given image so that the result
provides more extractable information, is more suitable than the original for a specific application
and is more effective for visual display and interpretation. To obtain the maximum benefit from
spectral enhancement, modification of a subjective image feature emphasizes certain information
and improves the detectability of the target of interest by amplifying what may be very slight
differences [13]. Multispectral band ratioing and principal components were used to enhance the
identification of surface water pollution at the study area.
Spectral Ratioing:
Ratio images are calculated through the division of DN values in one spectral band by corresponding
values in another band (Lillesand and Kiefer, 1979). The ratios for each cover type are nearly
identical, irrespective of illumination conditions. The spectral ratio depends upon the particular
reflectance characteristics of the surface features and capitalizes on small variations that might
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otherwise be unquantifiable. These small variations can occur due to a number of factors, one
of which is the type of pollution. In this study, the most appropriate band ratio that reflected
field observations and the results of chemical analyses was b1/b2 (Fig. 3). Domestic sewage and
agricultural discharges through the El Fardous and El Gamil inlets appeared as a dark grey colour
while industrial waste products at El Manasra appeared as a light grey colour.

Figure 3: Results of using the b1/b2 band ratio of the SPOT image for 2006, showing different types of
surface water pollution in the El Gamil coastal zone.

Principal Component Analysis:
Principal component analysis (PCA) is used in a variety of applications, including remote sensing
of alteration mapping, geologic mapping and water pollution [4, 14]. PCA was used to reduce
redundancy in multispectral data. The original n-channel data set was compressed into new, and
fewer, components. A new set of variables were produced as a result of the calculation of a new
coordinate system and condensing of the scene variance in the original data. This procedure
enhances the spectral discrimination among different water pollutants.

Figure 4: Band combination PC4 (red), PC3 (green) and PC2 (blue) of the SPOT image for 2006. Drainage
discharge is shown as a pink colour in front of the El Fardous and El Gamil inlets.

PCA results were verified by comparison to the water pollution distinctions identified through
band rationing. Statistical analyses showed that the first three components account for more
than 97% of the total variance. A three-band PC coloured composite was comprised of PC1 =
red, PC2 = green and PC3 = blue. The three component images may be combined to form a
colour composite image which can be treated as original data and used in the classification process
and treated as an original data. PC enhancement techniques are particularly appropriate when
there is already a certain amount of information about the image [12]. Band combination PC4
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(red), PC3 (green) and PC2 (blue) was used to detect surface water pollution originating from
drainage discharge through the El-Gamil and El-Fardous inlets (Fig. 4); the pollution appeared as
a light pink colour. Red and dark pink colours were found along the coast at El Manasra and the El
Fardous and El Gamil inlets. This signature was found to be associated with heavy metals coming
from domestic sewage and industrial and agricultural wastes. The natural gas companies Petroget,
at El-Fardous, and Petrobel Blaem, at El Manasra, may contribute to this contamination. The
band combination, PC1, PC2 and PC3 (Fig. 5), combined with a synthetic colour image through
the selection of band 3 as the input band (Fig. 6), were used to monitor surface water pollution.
A dark black strip was identified along El-Debba, El-Manasra, El Fardous and El Gamil inlets
indicating water heavy metal and organic matter contamination. These pollutants likely originated
from industrial and agricultural waste products, as well as the discharge of domestic wastewater
along the coast.

Figure 5: Band combination PC1 (red), PC2 (green) and PC3 (blue) of the SPOT image for 2006. Higher
heavy metals and organic matter concentrations are shown as a black strip along the coastal zone.

Figure 6: Synthetic colour image of the SPOT image for 2006, showing organic matter (dark strip) at El
Manasra, El Fardous and El Gamil sites.

4. CONCLUSION AND DISCUSSION

Spectral enhancement of the data extracted from the 2006 SPOT image (10 m resolution) was used
to detect and assess surface water pollution along the western coast of the Port Said governorate.
Different types of pollutants, including agricultural, industrial, organic compounds and domestic
discharge were identified by analyzing surface water samples collected from the study area for heavy
metals. Contaminants originating from agricultural and domestic sources were detected along the
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El Fardous and El Gamil inlets. Industrial pollutants were detected at the El Manasra and El
Fardous sites. These contaminants were associated with natural gas companies, pipeline industries
and an electric power generating station. Image processing using ERDAS imagine 8.7 and ENVI
4.2 were utilized to verify the results obtained through chemical analysis and field observations.
Supervised classification was used to identify five classes, including sea water (dark blue), shallow
water (light blue), turbidity and sediment accumulation (green), beach sand (dark red) and polluted
water (yellow). Band rationing b1/b2 was found to be the most appropriate spectral enhancement
method used to detect sewage and agricultural discharges (dark grey colour) at the El Fardous and
El Gamil inlets, and industrial waste products (light grey colour) at the El Manasra site. Surface
water contamination was also identified by using the band combination of PC4 (red), PC3 (blue)
and PC2 (blue), produced from PCA. A light pink colour was characteristic of drainage and sewage
discharge at the El Fardous and El Gamil inlets. Elevated levels of heavy metals, from domestic
sewage, industrial discharge from the natural gas companies and agricultural wastes at the El
Manasra and El Gamil inlets, were distinguished by red and dark pink colours. A dark black strip
was detected at the El Manasra, El Fardous and El Gamil inlets by using the band combination PC1,
PC2 and PC3. This strip indicated a high concentration of organic matter from agricultural and
domestic wastes, in combination with elevated heavy metals produced from industrial activities.
In conclusion, spectral enhancement of SPOT image data, coupled with field observations and
chemical analyses, allowed for assessment and discrimination of different contaminants along the
El Gamil coastal zone.
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Abstract— The multimode interference (MMI) coupler based microring resonator is a versa-
tile component for photonic signal processing applications. Based on this basic building block,
many functional devices can be fabricated such as optical switches, filters, modulators, add-drop
multiplexers, and true time delay devices. In the analysis and design of such structures it is
usually assumed that the MMI coupler is described by a 2× 2 transfer matrix similar to that of
a directional coupler. However, such a simple approximation is inadequate for a detailed design.
The purpose of this paper is to present a more appropriate method for the analysis and design
of MMI coupler based microring resonators.
In this paper, the modal propagation method is used to determine the fields of the combination
of an MMI coupler and a ring resonator. This method has the advantages of good accuracy,
and quick computation compared with numerical methods such as FDTD and BPM. It is shown
how the structure parameters such as the width and positions of access waveguides, width and
length of the MMI coupler, and the waveguide geometry, can be optimized to allow the designer
to achieve a prescribed performance. This method can be applied to more complicated structures
such as the double ring resonator structure, a 3× 3 MMI coupler based microring resonator, and
microring resonators in series or parallel. The accuracy of the method is checked by comparison
with numerical techniques.

1. INTRODUCTION

Ring resonators are basic building blocks for various photonic applications such as wavelength
division multiplexing, add-drop filtering, optical delay lines and sensing. To obtain high speed
photonic signal processing, it is desired to have a ring resonator with an appropriate quality factor
(Q). For silicon on insulator (SOI) based waveguides, one approach is to use a directional coupler
with a very small gap between the two waveguides to achieve high coupling coefficients. Recently,
it has been shown that this method leads to additional loss due to the presence of the mode con-
version loss. Therefore, multimode interference (MMI) couplers have been used in ring resonators
instead of directional couplers to overcome this problem. MMI couplers have been shown to have
many advantages compared with directional couplers such as relaxed fabrication requirements, less
sensitivivity to the wavelength, and low loss [1].

In this paper, ring resonators based on SOI technology are analyzed and designed. To analyze
and design such ring resonator structures, numerical simulation methods such as FDTD or BPM
often are used. However, optimization using such techniques may be tedious and time-consuming.
In this paper, the problem first will be converted from 3D to 2D by using the effective index method
(EIM) for structures using SOI ridge waveguides and by using a 3D eigenmode expansion method
(3D EME) [2] for silicon nano-waveguides. Then, the modal propagation method (MPA) is used to
obtain the field evolution within the MMI region and waveguides. This enables the transmission
characteristics of the device to be determined. The results are compared with well-known numerical
methods, namely the FDTD and the transfer matrix method (TMM) [3].

2. THEORETICAL ANALYSIS

An MMI coupler based ring resonator is shown in Fig. 1(a). The ridge waveguide structure of the
MMI is shown in Fig. 1(b) whilst the nano-waveguide structure is shown in Fig. 1(c). The refractive
index of the Si core is n1 and the refractive index of the cladding is n2.

To analyze the device properties, the MMI coupler structures need to be analyzed first. It is well
known that by using the modal propagation method, field distributions of the waveguide modes can
be determined and this method allows one to easily optimize the device structures. The effective
index method is used to reduce the dimensionality of the problem in the cross section from 3D to
2D for the ridge waveguide structure and a 3D-EME algorithm is used to reduce the dimensionality
of the silicon nano-waveguide based structures.

Consider a multimode waveguide with a width WMMI supporting m guided modes, and having
modal field profiles ϕυ(x), where υ = 0, 1, . . . , m − 1 is the mode number. A TE input field
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(a) (b) (c)

Figure 1: (a) microring resonator based on 2 × 2 MMI coupler (b) SOI ridge cross-section waveguide, and
(c) silicon nanowaveguide.

ψ1(x, 0) is excited at the entrance of the multimode waveguide at position x = x1 of the access
waveguide 1. This field will be decomposed into the modal field distribution of all modes [4]:

ψ1(x, 0) =
m−1∑
υ=0

c1υϕυ(x), where the field excitation coefficient c1υ is calculated by using overlap

integrals, c1υ =
∫

E1(x)ϕυ(x)dx/

[∫
ϕ2

υ(x)dx

]
. And ϕυ(x) is the field profile of the modes in the

waveguide with a width of WMMI and can be given by [4]

ϕυ(x) =





Aeαυx + Be−αυx, x ≤ 0

D cos[γυ(x−WMMI/2)] + E sin[γυ(x−WMMI/2)], 0 ≤ x ≤ WMMI

Geαυ(x−WMMI) + He−αυ(x−WMMIi), x ≥ WMMI

(1)

where B = E = G = 0 for even modes (υ even) and A = D = H = 0 for odd modes (υ odd).
The remaining constants in (1) can be determined through boundary conditions. The propagation
parameters are γυ =

√
k2

0(n
2
1 −N2

υ ), αυ =
√

k2
0(N2

υ − n2
2). The effective refractive index for mode

υ is Nυ, the wavenumber k0 = 2π/λ0, and λ0 is the optical wavelength.
The field profile ψ1(x, z = L) within the MMI at position z = L then can be calculated as a

superposition of all guided modes: ψ1(x, z = L) =
m−1∑
υ=0

c1υϕυ(x)e−jβυL. The propagation constants

βυ = k0Nυ for the mode υ can be calculated from [4] V
√

1− b = υπ + 2 tan(
√

b
1−b), where V =

kWmmi

√
n2

1 − n2
2, and b = N2

υ−n2
2

n2
1−n2

2
.

At the end of the MMI section, optical power is transferred to the output waveguide. Each
mode of the MMI region will contribute to the mode fields in the output waveguides b1, and b2.
These can be written as b1 = c10ϕ10(x), and b2 = c20ϕ20(x), where ϕ10(x), ϕ20(x) are the field
profiles of the fundamental mode within the output waveguides. The coefficients c10 and c20 can
be calculated from the overlap integrals

c10 =
∫

ψ1(x)ϕ10(x)dx∫
ϕ2

10(x)dx
, and c20 =

∫
ψ1(x)ϕ20(x)dx∫

ϕ2
20(x)dx

(2)

The signal at output port 2 will travel through the ring waveguides and is then fed back to input
port 2. This gives a2 = α exp(−jθ)b2, where α = exp(−α0(2πR + LMMI)) is the transmission loss
inside the resonators, and α0 (dB/cm) is the loss coefficient in the core of the optical waveguides.
θ = β0L is the phase accumulated over the ring waveguides with propagation constants β0, where
β0 = 2πneff/λ0, and neff is the effective refractive index of the ring waveguide core.

Similarly, the field evolution within the MMI and the waveguide from the input port 2 can be
calculated as before. Therefore, the total field within the MMI region at the position z is given by

ψ(x, z = L) = ψ1(x, z = L) + ψ2(x, z = L) =
m−1∑

υ=0

c1υϕυ(x)e−jβυL +
m−1∑

υ=0

c′1υϕυ(x)e−jβυL (3)
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where c′1υ is the field excitation coefficient from the input waveguide 2 to the MMI region.
The field at the output ports now can be calculated and the powers in output ports 1 and 2 are

given by

P1 =

∣∣∣∣∣∣

+∞∫

−∞
ψ(x, z = L)ϕ10(x)dx

∣∣∣∣∣∣

2

+∞∫

−∞
ψ(x, z = L)ψ∗(x, z = L)dx

+∞∫

−∞
ϕ10(x)ϕ∗20(x)dx

,

and P2 =

∣∣∣∣∣∣

+∞∫

−∞
ψ(x, z = L)ϕ20(x)dx

∣∣∣∣∣∣

2

+∞∫

−∞
ψ(x, z = L)ψ∗(x, z = L)dx

+∞∫

−∞
ϕ20(x)ϕ∗20(x)dx

(4)

By using wavelength as the variable parameter in (4) the spectral transmission of the device can
be determined.

3. SIMULATION RESULTS AND DISCUSSION

In this paper, resonators using 3 dB 2 × 2 couplers are considered. Two types of MMI couplers
can be used, namely those based on the restricted interference (RI) and those based on general
interference (GI). Both ridge and silicon nano-waveguides are considered in this section. For the
ridge structure, the thickness of the top silicon layer of the SOI wafer is 5µm, and the etch depth
of the ridge waveguide is 2µm. The refractive index of the silicon is 3.45 and the refractive index
of the SiO2 is 1.45 at the wavelength of λ0 = 1550 nm. Using the EIM method, the equivalent
refractive indices in 2D is n1 = 3.4767 for the core region and n2 = 3.4713 for the cladding region.
In our simulations, the width of the MMI was chosen to be 24µm, and the width of the access
waveguides are 4µm.

(a) (b)

Figure 2: (a) Beat length of the 2 × 2 MMI coupler (b) Equivalent effective index refractive in the 2D
dimension.

For the silicon nano-waveguide structures, the height of the silicon guiding layer is h = 220 nm.
By using a 3D-EME mode solver, the 3D problem can be converted into a 2D problem, thereby
enabling the equivalent effective refractive index Neff of the core to be determined. Fig. 2(a) shows
the beat length and Fig. 2(b) the effective index for the 2D model of a 3 dB MMI coupler based on
the RI theory.

After having converted the structure into a 2D problem, the methods for analyzing and designing
the device in 2D for both ridge waveguide based structures and silicon nano-waveguide based
structures are similar. Therefore this paper now will concentrate on the design of the devices using
the ridge structure.
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(a) (b)

Figure 3: (a) Output powers of the 2× 2 MMI coupler (b) Optimal lengths for GI and RI MMI couplers.

Figure 3(a) shows the calculated output power at the bar and cross ports of a 3dB RI theory
based MMI coupler for different MMI lengths. The access waveguides are assumed to be of width
of 4µm. The results show that the optimum length for best power balance is approximately
Lπ − 2 (µm). Fig. 3(b) illustrates the difference between the optimized length of a 3 dB MMI
coupler based on the GI approach and those based on the RI theory. It is obvious that the length
of the MMI coupler based on RI is much shorter than the one based on RI theory. Therefore, to
reduce the size of the device and for ease of integration into more complex structures, the RI theory
based MMI couplers are preferred.

The width of the access waveguides have a significant effect on the excess loss of the MMI coupler
as shown in Fig. 4(a). As we see, the optimal width of the access waveguide is approximately 6.5µm
to achieve the best performance. However, to prevent the excitation of the higher order modes in
the access waveguide, and to obtain low loss in the waveguide, the access waveguides must be
appropriately tapered, preferably adiabatically.

(a) (b)

Figure 4: (a) Output powers at different waveguide widths (b) Propagation constants vs. waveguide width.

Using the adiabaticity criteria described in [5], the local taper length scale must be much larger
than the coupling length between the fundamental mode and the dominant coupling mode, i.e., the
local taper angle must satisfy Ω(z) ≤ W (z)(β(z)− kn2)/(4π), where β(z) is the local propagation
constant at the position z with a waveguide width W (z). The local propagation constant at different
widths of the waveguide is plotted in Fig. 4(b). The resultant low-loss, adiabatically tapered access
waveguide profiles are shown in Fig. 5.

The spectral transmission characteristics of the device calculated using the MPA approach are
plotted in Fig. 6, along with comparable results obtained by using the transfer matrix method
(TMM) and the FDTD [6]. The ring radius used in this design is 250µm. The results show that
there is good agreement between our MPA method with the TMM and FDTD methods. However,
by using the semi-analytical MPA approach, the device design parameters can be optimized more
easily and quickly while still maintaining adequate accuracy for the initial design of resonators [7].
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Figure 5: Adiabatic taper access waveguides. Figure 6: Transmission characteristics using three
methods: FDTD, TMM and MPA.

4. CONCLUSIONS

In this paper, the MMI couplers based microring resonators using SOI waveguides has been analyzed
and a design procedure outlined. Simulation results have been compared with well-known numerical
techniques. The modal propagation method described in this paper has the advantage of rapid
calculation thereby allowing device parameters to be optimized easily.
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Medical Diagnostics Using Reflection Method and Waveguide
Probes — Feasibility Study

R. Zaj́ıček, T. Smejkal, L. Oppl, and J. Vrba
Department of Electromagnetic Field, Czech Technical University in Prague, Czech Republic

Abstract— Paper deals with the complex permittivity measurement of biological tissues. Ap-
plication of a waveguide probe for this measurement is shown. A non-destructive and non-invasive
method based on reflection coefficient measurement attaching the material under test is used.
New types of the probes are under investigation — the section of waveguide with H cross-section,
the section of waveguide with the rectangular cross-section and with shorted walls, the section
of waveguide with inserted dielectric wedge and finally the section of waveguide filled with the
liquid dielectric. Properties of these prototypes are studied in the frequency range from 300 kHz
to 3GHz. The method of finite difference in time domain is utilized for the numerical modeling
and simulation of the reflection coefficient. The condition for the input reflection coefficient of the
waveguide probe is the range from (0.7–0.3) in the broad frequency band. Although the waveg-
uide is a narrowband microwave component, its modifications could have broadband frequency
behavior of the reflection coefficient. Results indicate that the most interesting and suitable is
the solution with removable dielectric. This liquid dielectric with the low value of permittivity
has significant influence on the cut-off frequency of waveguide with dominant mode propagation.

1. INTRODUCTION

The knowledge of dielectric parameters of materials is essential for microwave or radio engineers
in analysis and synthesis of devices. Relative permittivity, loss factor and conductivity are input
parameters for electromagnetic field modeling and simulations. Although for many materials these
parameters could be found in the tables, very often their experimental determination is necessary.

Dielectric properties of biological tissues are determining factors for the dissipation of elec-
tromagnetic energy in the human body and therefore they are basic parameters in hyperthermia
cancer treatment. Measurement of the dielectric parameters of biological tissues is also a promis-
ing method in the medical diagnostics and imaging. Knowledge of the complex permittivity in
an area under treatment, i.e., knowledge of the complex permittivity of healthy and tumor tissue,
is very important for example in the diagnosing of tumor cell-nests in the human body or in the
design of thermo-therapeutic applicators which transform electromagnetic energy into thermal in
the pathological tissue [1].

2. MATERIALS AND METHODS

2.1. Complex Permittivity
Permittivity is known from the physics or theory of electromagnetic field [2] as

ε = ε0εc (1)

where ε0 is free space permittivity and εc is complex relative permittivity (dielectrics are very often
lossy). Complex relative permittivity can be given in turn as

εc = εr − jεr tan δ (2)

where εr is real part of complex relative permittivity and tan δ is loss factor. For purely conductive
losses is

tan δ =
σ

ωε0εr
(3)

where σ is the medium conductivity.

2.2. Principle of Reflection Method
Reflection method means the measurement of reflection coefficient on the interface between two
materials — between microwave probe (and network analyzer) and material under test (MUT,
Fig. 1). Reflection coefficient is a voltage quantity which is defined as a ratio between reflected
(Er) and incident wave (Ei), and assumes values R ∈ 〈0, 1〉.
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Figure 1: Illustration to the principle of reflection method.

Reflection method is a well-known method for determining the dielectric parameters for example
with open-ended coaxial line as a probe [3]. This method is based on the fact that the reflection
coefficient of the probe depends on the dielectric parameters of MUT which is attached to it. To
calculate the complex permittivity from the measured reflection coefficient it is useful to use an
equivalent circuit of the probe.

Figure 1 shows the complex permittivity measurement from the view point of theory of elec-
tromagnetic field and propagation of electromagnetic wave on the interface between two materials
with different impedances [2]. The probe translates changes in the permittivity of a MUT into
changes of the input reflection coefficient of the probe. The interface between the measurement
probe and the sample of biological tissue represents an impedance jump (Figs. 1, 2(a)). Biological
tissue has extremely high permittivity values. At low frequencies its permittivity is more than 100
and the value of the loss factor more than 0.1. An accurate evaluation is very difficult because the
reflection coefficient is close to 1. This means that only a very small part of the incident energy
penetrates into the sample.

(a) (b)

Figure 2: Reflection coefficient versus relative permittivity (a) and frequency (b).

The surface of the sample of MUT must be in the perfect contact with the probe. The thickness
of a measured sample must be at least twice an equivalent penetration depth of the electromagnetic
wave d. This assures that the waves reflected from the far MUT interface are attenuated approx.
−35 dB, which assures that their effect on the measured reflection coefficient is insignificant [4].

d =
1
ω

√
2

µε0εr tan δ
(4)

The dependence of equivalent penetration depth d on dielectric parameters εr and tan δ and also
frequency f denotes Eq. (4).
2.3. Measurement System
A typical measurement system using the reflection method consists of the network analyzer, the
probe and software (Fig. 3(a)). The probe (in Figs. 1 and 3(a)) is placed in contact with a MUT.
Complex permittivity measurement is very fast and proceeds through the three steps. First the
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calibration of vector network analyzer is performed. Then the calibration using a reference material
(with known dielectric constant εc) is done. And last the reflection coefficient of MUT is measured.
The complex permittivity of MUT is evaluated with the aid of PC (e.g., using MatLab on PC).

(a) (b)

Figure 3: Measurement system (a) and equivalent circuit of probe (b).

2.4. Measurement Probes

Microwave technology offers three basic types of components which could be modified for the mea-
surement purposes: coaxial probes — for example an adapted standard N and SMA connector [5],
planar probes — e.g., section of microstrip line and waveguide probes — e.g., section of waveg-
uide line. If we want to measure and determine complex permittivity in the broad frequency band,
coaxial probe is the most frequently used component. But limitation in frequency is the higher
propagation modes excited above waveguide mode cut-off frequency of coaxial probe. First waveg-
uide mode for the N connector with teflon inside dielectric is 5.15 GHz. But if this probe is attaching
a sample of biological tissue — lossy dielectric, this cut-off frequency rapidly decreases [3].

2.5. Modeling and Simulations

Feasibility study of the waveguide probes is based on numerical calculation and modeling. Numeri-
cal simulation utilizes a Finite Integration Technique (FIT implemented in CST Microwave Studio
— electromagnetic field simulator) to calculate the reflection coefficient on the interface between
the probe and sample of MUT [6]. The system that we modeled consists of two parts, i.e., the
sensor and the sample of MUT. The modeling is focused on a model with distilled water — the
Debye model of distilled water is implemented [7] and model with agar phantom — equivalent of
biological muscle tissue (dielectric description in [5]).

2.6. Waveguide Probes

Waveguide probe is a section of metal waveguide with rectangular cross-section excited above the
cut-off frequency. This section is shorted from one side and from another side the MUT is attached.
A coaxial input is used for feeding the waveguide with electromagnetic energy (Fig. 3(b)). Only
the dominant mode propagation is considered.

Design of waveguide probe comes from the design of thermo-therapeutic applicator for microwave
hyperthermia working at frequency 434MHz (2450 MHz respectively). Let’s consider different mod-
ifications of the applicator in order do achieve non-resonant response of the waveguide probe [8].
Fig. 2(b) illustrates the frequency behavior of reflection coefficient. If the coaxial probe offers mea-
surement up to approximately 2.5 GHz [5], the waveguide probe could cover the higher frequency
range.

Figure 3 shows the equivalent circuit of the section of waveguide. Phase constant of this section
(for f > fc) is

β =
√

k2 − k2
c (5)

where k is free space wavenumber and kc is cross-section constant of the waveguide.
The cross-section constant for dominant waveguide mode TE10 is

kc =

√(mπ

a

)2
+

(nπ

b

)2
= kc(TE10) =

π

a
(6)
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and for cut-off frequency constant

fc =
kcc

2π
√

εr
= fc(TE10) =

c

2a
√

εr
(7)

The position of excitation probe is approximately λ/8 from the shorted wall of the waveguide [1].
2.7. Waveguide with Shorted Walls
Metal waveguide with rectangular cross-section has dimensions: width a = 55.5mm and height b =
30mm, probe length l = 55mm, depth d = 21mm and distance from the shorted wall s = 15 mm.
This configuration is a resonant structure — at frequency 434 MHz is attenuation of reflections
about value of −35 dB. Between walls (and excitation probe — internal wire of N connector) is
placed shorting stub. Probe is filled with the distilled water.
2.8. Waveguide with Inserted Dielectric Wedge
Another modification of the waveguide applicator is the insertion of dielectric wedge inside it. The
same section of waveguide described above is used. Dielectric properties of the pentacarbonyl wedge
were measured with the aid of coaxial probe [5].
2.9. Waveguide with H Cross-section
Commercially available waveguide with H cross-sectionWRD 475 is used (operating frequency range
from 4.75 to 11 GHz). Cut-off frequency is decreased by the distilled water inside the waveguide
probe. Specification: length l = 30 mm, probe depth p = 5 mm and distance from the shorted wall
d = 5 mm.
2.10. Waveguide Filled with Liquid Dielectric
This solution could offer utilization of the only one probe in broad frequency band with removable
dielectric inside the probe. The change of permittivity in the range εr ∈ (1, 80) and its influence
of cut-off frequency is under investigation. The commercially available waveguide WR-340 is used.

3. RESULTS

Metal stubs placed inside the waveguide probe and also inserted dielectric wedge are not satisfactory
solutions for dielectric measurements. Transversal shorted stub positioned in the different places
results in a waveguide mode filter. Pentacarbonyl wedge attenuates electromagnetic field and the
penetration depth of electromagnetic field into the MUT is then poor.
3.1. Waveguide with H Cross-section
Waveguide probe with H cross-section has the response as is shown in Fig. 4.

Figure 4: Frequency behavior of probe reflection coefficient.

3.2. Waveguide Filled by the Liquid Dielectric
Removable liquid dielectric inside the probe has influence on the cut-off waveguide frequency. Fig. 5
shows the frequency range of dominant mode propagation and also the cut-off frequency of another
waveguide mode. Significant influence has small values of permittivity.
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Figure 5: Cut-off frequency dependence on filling dielectric permittivity.

4. CONCLUSION

Some modifications of the waveguides were shown in order to achieve the broadband frequency
response of waveguide’s reflection coefficient. Another step is our study is the development of a
relation between reflection coefficient of the probe and the complex permittivity of MUT.
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Applicators for Treatment of Atherosclerosis
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Abstract— Vascular diseases are the most common cause of death in present time. This
project describes the design of two different types of intracavitary applicators for treatment of
the atherosclerosis by microwaves. Basic principle of microwave angioplastic is, that heating
gained by microwave energy irradiated into artery by microwave applicator, enables safe clear
out of atherosclerotic plates in the wall of vessel.

1. INTRODUCTION

This paper describes the design of special applicators for microwave angioplastic. As the most
acceptable structure to create intracavitary applicators, coaxial quarter wave monopole, was chosen.
Described applicators were designed for 2.45GHz and for numerical modelling electromagnetic field
distribution the simulating program was used. In our model the type of applicator for treatment
of atherosclerosis was inserted in to the vein with blood and surrounded by phantom of muscular
tissue.

2. THEORY

The applicator is one of the basic elements of the thermo therapeutic microwave medical device. It
decides about efficiency to transfer the high-frequency energy from microwave generator to human
body. The applicator decides about the shape and about the size of heated region too. General mi-
crowave transmission line which consists two or more conductors can transfer electromagnetic TEM
wave. Characteristics and way of propagation Electromagnetic wave depend on the parameters of
dielectric space, i.e., ε and µ.

The main advantage of the intracavitary applicator like a coaxial line is especially their efficient
geometric form, small size and relative cheep technological solution to production. Coaxial appli-
cators are often realized like a half-wave or quarter — wave monopole. These applicators are useful
for middle and higher frequencies.

On the Fig. 1 is demonstrated the basic structure of coaxial applicator like a quarter — wave
monopole. At point of working plane is finished the outer conductor of the coaxial line and then
there is only inner conductor. The length of this section corresponds approximately of quarter of
the wave length λ on the conduction. The frequency in which will be radiated maximum power to
the biological tissue, is given with this equation

fr =
c0

λ
√

εr
. (1)

The fundamental conception about the distribution SAR around the coaxial applicator is that the
maximum SAR is in the plane where finished outer conductor of coaxial line was. The value of
SAR falls symmetrical along the inner conductor and along the outer conductor.

 

Figure 1: Coaxial quarter wave monopole.
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3. ORIGINAL SOLUTION

For design of the intracavitary applicator a coaxial cable RG 178 BU was chosen. The main
advantage of use is its flexibility because the wall of vessel is very breakable. First instance goal
was to obtain good impedance matching between generator and microwave applicator. Then we
studied the distribution of absorbed power (SAR) along the applicator. The distribution of SAR
was deciding factor for the future use. The vessel wall is very thin and there is a risk to burn off
the wall. We created two different types of applicators:

• simple monopole applicator in blood (Fig. 2),

• simple monopole applicator with ball-shaped tip in blood (Fig. 3).

Figure 2: Simple monopole applicator. Figure 3: Simple monopole applicator with ball-
shaped tip.
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Figure 4: Impedance matching — simple monopole applicator.
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Figure 5: Impedance matching — applicator with ball-shaped tip.
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The ball-shaped tip at the end of the applicator (Fig. 5) is better for good impedance matching
(−13.5 dB) then simple monopole applicator (−11.68 dB), (Fig. 4). This type of the tip can change
the distribution of SAR along the applicator.

Figure 6: Simple monopole applicator in blood —
SAR.

Figure 7: Simple monopole applicator with ball-
shaped tip in blood — SAR.

4. CONCLUSIONS

This paper describes two technical solutions to design the intracavitary applicators for treatment of
atherosclerosis. In the first case (Fig. 6) the maximum of SAR was at point of termination of outer
conductor, but exceeded out of the artery space. This can be dangerous from reason of possible
thermal perforation of the wall of the vessel. The second case (Fig. 7) shows from this point of
view much better solution. Expected temperature increase is limited to inner part of the vein. This
type of applicator is much better for the future use. Final temperature distribution is influenced
by blood perfusion too.

The main goal for the future of this project is to determine the optimal temperature distribution
and optima distribution of SAR for different stadium of this illness.
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Abstract— In this contribution we describe our new results dealing with evanescent mode
waveguide hyperthermia applicators, typically used for cancer treatment. We have developed
theoretical basis of this technology and designed & evaluated different versions of these applicators
working below waveguide cut-off frequency.

1. INTRODUCTION

The most important factor determining working frequency of high frequency/microwave applicators
used in hyperthermia oncology is the penetration depth of the electromagnetic field into biologi-
cal tissue [1]. The penetration depth is inversely proportional to the imaginary part of complex
permittivity and frequency of the electromagnetic field.

d =
1√

πσµf
(1)

With respect to usual operating frequencies of the applicators 27, 434, 915 MHz, which belongs
to frequency bands reserved for industrial, scientific and medical applications, and typical (with
frequency increasing loss factor) of biological tissue, it is valid that the lower the frequency the bigger
the penetration depth. The most common type of applicator would be a rectangular waveguide-
based applicator with dominant TE10 mode. The area of the treated biological tissue limits the
dimensions of applicator aperture, so that a situation, where for given dimensions of the aperture
the desired operating frequency f lies under the cut-off frequency fc of the waveguide dominant
mode, is very often. There are several ways how to solve this problem e.g., modifying the cross-
section of the used waveguide, filling the waveguide with high k dielectric (distilled water), but
all these solutions introduces additional weight (limiting handle simplicity), realization complexity
and costs. Alternatively a lumped capacitor can be inserted into a piece of waveguide operating
under fc which together with characteristic impedance of the waveguide (inductive for TE modes)
forms a resonant circuit, which transmits high frequency energy into biological tissue.

Microwave circuits with evanescent mode utilize waveguides exited under cut-off frequency [1–5].
This technique allows reducing dimensions of waveguide circuit, producing compact, low weight,
easy to tune and handle devices operating on low frequency and thus ensure desired penetration
depth.

2. THEORY AND DESIGN OF EVANESCENT MODE APPLICATORS

The theory of evanescent mode applicators proceeds from well known waveguide theory. In the
design of evanescent mode applicators, the waveguide is exited under the cut-off frequency. Waveg-
uides are usually (radar, industrial applications, . . .) operated in frequency band between cut-off
frequency of dominant and first higher-order mode. For frequencies in this region propagation con-
stant β and characteristic impedance Z0 are purely real numbers. However if a particular mode is
exited under its cut-off frequency the propagation constant is purely imaginary.

β =
√

k2 − k2
c = −j

√
k2

c − k2 = −jk

√
k2

c

k
− 1 = −jk

√
f2

c

f
− 1 = −j|β|, (2)

and characteristic impedance Z0TE and Z0TM of (rectangular waveguide) TE respective TM mode
(e.g., [6] or [7]) is given by

Z0TE = j
k√

k2
c − k2

√
µ

ε
, Z0TM = −j

√
k2

c − k2

k

√
µ

ε
. (3)
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It has been shown Eq. (3) that the rectangular waveguide has an inductive characteristic admittance
Y0(1/Z0). At the same time, the biological tissue has a capacitive admittance Yb = Gb + jCb whose
absolute value does not differ to much from that of Yc in the frequency range of our interest. The
different sign of the imaginary parts of this admittance implies the principal possibility to implement
a simple resonator in the shape of prism. The tuning of this type of resonators is usually dependent
on the pressure acted on the biological tissue, thus this would need a more complex mechanism in
order to obtain it. To find a solution to these problems it is better to insert a separate capacitance
into the waveguide and consider the biological tissue just as a load of the resonator.

Connecting the lumped capacitance to the inductive element, a circuit with a desired resonance
frequency can be obtained. The inductive element excites a number of TE and TM modes inside
the waveguide but since the operating frequency lies under the cut-off frequency, these higher order
modes are attenuated according to the attenuation constant described by the Eq. (2).

From Eq. (2) follows that the distance of the inductive element from the biological tissue is a
fundamental design parameter since, the proper choice of the distance allows to sufficiently atten-
uate the undesirable higher order modes. A modal filter can be also employed in order to suppress
the unwanted modes and ensure the undisturbed field of the dominant mode at the aperture of the
applicator.

(a)

(b)

(c)

Figure 1: (a), (b) Typical configurations for waveguide evanescent mode applicators; (c) Simplified equivalent
circuit for configurations (a) and (b).

Figures 1(a) and 1(b) show two examples of evanescent mode waveguide applicators. Both
configurations use a capacitive element C connected into the waveguide to and inductive element
L. In the first case (a), L is formed of line section and in the second case (b) L is a lumped
inductance. Often is very advantageous to use a variable capacitance C in order to have possibility
to finely tune the applicator to the frequency of the generator.

In Figure 1(a) it’s possible to see also the presence of a diode D which is used to check the accu-
racy of tuning and the radiated power. In order to better explain how the applicators described so
far works, Figure 1(c) shows a simplified equivalent circuit of these applicators. The main simplifi-
cation is that this circuit is unbalanced against ground while the real configuration in Figures 1(a)
and (b) are balanced. The meaning of C an L are the same as in Figures 1(a) and (b); La and Lb

are the equivalent inductances of the two sections of the waveguide with a corresponding lengths la
and lb respectively; Cc is an equivalent capacitance explaining the stored energy of electrical field



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 769

in the waveguide; Gb and Cb express the equivalent conductance and capacitance of the heated
biological tissue.

Appropriate arrangement of exciting elements can enlarge effective aperture of the applicator
and thereby also influence the heating depth. In this way effective aperture can approach size of
the physical aperture (for dominant mode the effective aperture is about half of its physical area).
Three different arrangements (see Figure 2) are discussed:

a) Inductive loops are inside the applicator sufficiently enough from the aperture. Applicator
radiates only the dominant mode.

b) Inductive loops are nearer to the aperture and the radiated field is a superposition of the field
of dominant and higher order modes and direct effect of the loops.

c) Inductive loops are outside of the applicator. Biological tissue is heated by electromagnetic
field formed by the loops only.

(b)

(c)

(a)

Figure 2: Location of the exiting element inside applicator with evanescent mode: (a) Excitation of the
aperture by evanescent mode, (b) Combination of evanescent mode and direct heating, (c) Heating by direct
effect of the excitation element only.

3. CONCLUSIONS

In this contribution we described our new results dealing with evanescent mode waveguide hyper-
thermia applicators, typically used for cancer treatment. A theoretical basis of this technology and
designed was developed and evaluated with different versions of these applicators working below
waveguide cut-off frequency.

This technique allows reducing dimensions of waveguide circuitry, and makes possible to produce
compact, low weight, easy to tune and handle devices operating on low frequency and thus ensure
desired penetration depth.
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Design of an Exposure Chamber for Biological Experiments
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Abstract— The main aim of this work is to design and to simulate an exposure chamber which
can simulate mobile phone emission patterns in order to analyze the influence of electromagnetic
field on small animals. During our previous research we found the most suitable type of an
exposure chamber for this purpose. The basic properties such as electromagnetic field distribution
and impedance matching of our designed chamber were optimized and verified by the aid of a 3D
electromagnetic field simulator. As a result of our effort a cylinder waveguide chamber with a
working frequency 900 MHz has been designed. In the cylindrical structure a circular polarization
is excited in order to even the exposure. The chamber is terminated by matched loads on both
lateral sides which serve for preventing a possible resonance between sides and the animal.

1. INTRODUCTION

In a modern world various sophisticated devices emitting microwave electromagnetic field are ubiq-
uitous. These devices are used in many fields such as industry, medicine and particularly commu-
nication. An increasing daily exposure has raised the research activities in order to determine the
effects of exposure to the electromagnetic radiation of mobile phones.

Therefore, many experiments on animals have been accomplished. In many cases the animals
were fixed to the emitting device in such a way that they could not move. This condition induces
stress in the animals and the stress itself can affect the results. Also anesthesia is not a good
solution because of its stressful influence. In other cases the elimination of perturbative external
electromagnetic field was missing. This condition can also affect results. For these experiments the
development of an exposure system where an accurate exposure determination and elimination of
stressful conditions are possible is required.

Our motivation is based on the improvements in methods to determine an accurate exposure
together with the elimination of external influences which can affect results, such as stress and, of
course, external electromagnetic radiation.

2. MATERIALS AND METHODS

The main aim of this work is to design and to simulate an exposure chamber in order to analyze the
impact of electromagnetic field on small animals and to simulate mobile phone emission patterns.

To design such an exposure system it is important to satisfy the following requirements which
arise from the specific purpose mentioned above:

• a working frequency of 900 MHz
• a shielding of electromagnetic field
• enough space for the animal’s movement
• an even exposure
• a possibility to measure the exposure accurately
• for a long-term exposure providing illumination and ventilation

The basic structure of the exposure chamber consists of two cylindrical waveguides connected
to each other. This structure provides a shielding of electromagnetic field generated inside in order
to protect the operators and also generated outside the system in order to eliminate parasitical
radiation. Dimensions of the exposure chamber were calculated having in mind two endpoints:
desired frequency of operation and the volume needed to expose small animals. The dimensions of
the chamber components were computed starting from the waveguide radius because it is a critical
value which can affect electromagnetic field excitation and distribution. It is needed to choose
radius so that a suitable electromagnetic field distribution can be excited. As the most appropriate
mode TE11 was chosen (see Fig. 1).
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Figure 1: Distribution of electric field strength of mode TE11.

By analysis of a waveguide cut-off frequency formula (1) a value of the radius was chosen with
respect to the TE11 mode and the request of large volume for the animal exposure.

fc11 =
c · p′11

2πr
√

µrεr
(1)

where c is the speed of light, r is the desired radius of the waveguide, µr is the relative permeability,
εr is the relative permitivity and p′11 is the value 1,84 (see Lit.1).

In order to even the animal’s exposure we have chosen a cylindrical structure where a circular
polarization can be excited. Electromagnetic field is excited in the chamber by the aid of two
capacity screws. There were two possibilities of how to approach the design. First, both capacity
screws could be situated perpendicularly in one cutting plane and the signal amplitude being the
same on both screws but exciting signal phase shifted to 90 degrees on one of them. Or second,
the capacity screws could be at one-fourth of the wavelength distance. Signal amplitude and phase
would then be the same on both screws. Screws’ lengths itself were chosen to be one-fourth of the
wavelength.

To measure an accurate exposure it is desirable to avoid resonance between the terminating
sides and the animal. Matched loads on both lateral sides can serve this purpose. In order to avoid
reflection and assure an attenuation of power the loads must be made of lossy dielectric material
and must have a suitable shape. The electrical resistance of the shape should grow linearly in a
direction of the wave’s propagation. According to previous conditions the shape was designed as a
cylinder with a cone gap (see Fig. 2).

Figure 2: Shape of lossy dielectric material.

We set the length of the cylinder to one wavelength. The dielectric material properties were set to
ε = 17 + 1.2j and µ = 3 + 0.39j.

A power balance is determined by the aid of power reading screws which are situated in the same
mutual position like the exciting screws. Because the circular polarized wave can be backwards
divided into linear polarized waves the power balance can be determined by analysis of S parameters
between measurements of an empty chamber and a chamber with animals and simultaneously
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between the corresponding screws. In this way it can be accurately determined how much energy
is, in fact, absorbed by the animals.

The exposure chamber was designed to allow long-term exposure of small animals like mice
and rats. The waveguide sides are provided with two small holes continuing outside with small
waveguides. They serve for a softened illumination and ventilation support. A radius of these two
waveguides was chosen to be 20 mm and therefore working like evanescent. Through evanescent
waveguides the outside radiation is eliminated.

Basic properties such as electromagnetic field distribution and impedance matching of the de-
signed chamber were optimized and verified by a 3D electromagnetic field simulator.

3. RESULTS

We have designed a cylindrical waveguide chamber where a circular polarization can be excited.
By analysis of formula (1) with respect to frequency 900 MHz and a propagation in the air, the
radius of the cylinder waveguide was obtained. The computed value is 120 mm. The length of the
waveguide was set in such a way that enough space for animal movement is assured. Its value was
set to 650 mm. There were two possible configurations of the exciting screws — in one cutting plane
or shifted. First of them was not a suitable solution because the transmission between screws took a
high value — approximately −3 dB. The second configuration reached usable values. Transmissions
between screws took a low value — approximately −26 dB (see Fig. 3).

Figure 3: Transmission between exciting screws.

The value of impedance matching for the exposure system is a very important parameter. Values
reached are displayed in Figs. 4 and 5.

Figure 4: Impedance matching for the first exciting
screw.

Figure 5: Impedance matching for the second excit-
ing screw.
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Figure 6 displays a complete view on the configuration of the designed exposure system.

Figure 6: A configuration of designed chamber-longitudinal cutting plane.

4. CONCLUSIONS

As a result of our efforts a cylinder waveguide chamber was designed which satisfies all the require-
ments for accurately emulating the effects of mobile phone emission on animals. In order to even
animals exposure it was chosen cylinder structure where can be excited a circular polarization. The
chamber is terminated by matched loads on both lateral sides. These loads serve for preventing
a possible resonance between sides and animals and therefore the accurate exposure can be deter-
mined. The next important issue is to assure a suitable milieu for animals (support air and light).
Evanescent waveguides can serve for this purpose well.
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Abstract— The use of electromagnetic fields in biomedicine for cancer treatment and diagnos-
tics, nowadays begin to be quite widespread. This paper describes the design and the evaluation
of a microwave applicator for treatment of small subcutaneous tumours implanted on animal
model. The support of computer simulations was used to evaluate and optimise the fundamen-
tal parameters of the applicator and the temperature distribution in the biological tissue. The
Results give the prospective to use this applicator for the study of the effects of hyperthermia
treatment in relation with the characteristics of the treated tumour.

1. INTRODUCTION

Microwave induced hyperthermia (MWIHT) represents an important tool in anti cancer treatments,
both as an adjuvant of chemo and radiation therapies and as an ablative procedure, according to
the type of applicator used. When the temperature of a part of the body is enhanced over 3◦C
above its normal value, the cells start to be under thermal stress. Going above 41.5◦C this stress
begins gradually to induce irreversible damages (cell apoptosis/necrosis), inversely proportional to
the ratio heat intensity over time.

Microwaves can induce effective and quite homogeneous hyperthermia, associated to direct ef-
fects on cellular molecules and H2O. Effective delivery of microwaves depends from precise charac-
teristics of microwave applicators which must be able to focus the electromagnetic energy as better
as possible just in cancer tissue in order not to damage the surrounding healthy tissue. In any case,
the blood perfusion rate, which is normally higher in the healthy tissues, helps to obtain a better
localized temperature enhancement in the cancer. In fact, when the temperature of body part is
enhanced, the blood flow increases as well, acting as a cooler. Since the vascular system of tumours
is irregular and incompletely developed, this cooling effect is thereby lower than in normal tissues.
In these conditions, on equal electromagnetic energy exposure the temperature inside the tumour
will be maintained higher with cumulative effects [1]. Also the use of a pulsed power feeding, in-
stead of a constant one, can help in this purpose. For the same reason explained above, during the
pause between one pulse and another, the healthy tissue has more possibilities to dispel the heat,
with consequent lower thermal stress than in the tumour.

Hyperthermia is newly back in the interest of both, clinical and research oncologists, because
its properties to directly produce permanent damage of the treated tumour and to elicit important
immunological responses against the cancer cells by changing their immunogenicity [2]. However,
this renewed interest for the use of hyperthermia, as an anti-tumour therapy, requests studies that
can permit to develop appropriate delivery systems and to establish parameters for evaluating the
efficacy of the treatment. In this view we need, on one side applicators able to deliver the right
dose in the right volume of tissue, on the other side, we need a method to quickly reveal in-vivo the
modifications induced in the tissue by the heating. An important aim is to determine the effect of
the treatment in relation with the characteristics of the treated tumour.

To do this we study the morphological changes, induced by hyperthermia, in the superficial
layers of experimental tumours in animal models by in-vivo confocal microscopy. The confocal
microscopy has the possibility to make visible, without staining the architecture of tissues, also in
fresh samples and in-vivo [3], especially with the use of some new methods such as the reflectance
mode (RM) and second harmonic generation (SHG- imaging: 2-photon excitation) [4, 5].

2. APPLICATOR DESIGN

In the design of this microwave applicator some precise requirements have been taken in to account.
Our target is to use this applicator for experiments which will be principally performed on in-vivo
models made by subcutaneous tumours implanted in mice. The dimensions of such tumours are
quite limited, a diameter smaller than 20 mm and a deepness normally smaller than 15 mm. Because
of the limited dimensions of the tumours and of the bodies of animals under treatment, for this kind
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of experiments, it is necessary to use applicators which guarantee a limited intratissutal penetration
of the electromagnetic field. For these reasons the use of a planar structure is more desirable to
other kind of applicators like waveguide types, since they can guarantee a smaller penetration
depth of the radiated electric field. Also the choice of a quite high working frequency, the ISM
band centred at 2450 MHz, reduce the penetration of the treatment in the tissue compared to most
common used 434 MHz. The reduction of the penetration depth of the field is also very import in
order not to enhance body temperature of the animal, which for its contained dimensions can be
easily overheated. Since these tumours are subcutaneous, the use of a water bolus is necessary to
protect the skin and prevent burns. The water bolus can also guarantee a good contact between
the applicator and the irregular surface of the animal, which is a condition to guarantee a proper
impedance matching.

This applicator has a squared planar structure composed by a printed circuit board (PCB) met-
alized on both sides. The two metalization are short-circuited all around the applicator obtaining,
in such a way, a squared cavity. On one metalization is etched an annular slot [6] which acts as
aperture to radiate the microwave energy to the biological tissue. The dimension of the cavity
side are such to obtain the first resonance mode TE101 in correspondence of the working frequency.
This dimension has been obtained using the relation of the resonance frequency for rectangular
waveguide cavities [7]:

fmnl =
c

2π
√

εrµr

√(mπ

a

)2
+

(nπ

b

)2
+

(
lπ

d

)2

(1)

The cavity is filled with dielectric material which permittivity depends on the material used as
substrate. In our case this values is εr = 4.3 so, for this working frequency, the dimension of the
substrate side is a = d = 41.75mm. Changing the characteristics of the substrate it is then possible
to obtain more compact or bigger dimensions for the applicator, according to the dimensions of
the area which has to be treated. The thickness of the substrate used is 1.5 mm, in any case,
the resonance of the excited mode does not depend on this parameter. To feed the applicator, a
50Ω N-type connector is placed on the metalization on the opposite side of the slot aperture. The
internal conductor, passing trough the substrate, is welded at the centre of the second metalization.
A view of the manufactured applicator is given in Fig. 1.

Figure 1: Pictures of the applicator.

Because of the presence of the connector, which inner conductor is inside the cavity, and the
annular ring aperture, some changes of the value of the resonance frequency are expected from
the value calculated above. In order to predict this variation and to optimise the dimensions
of the applicator, computer simulations were used. The 3D electromagnetic field simulator used
was Speag Semcad X based on FDTD method. With the help of the simulator was possible to
analyse the dependence of S11 parameter on applicator dimensions shifting the resonance pick in
correspondence of working frequency.

The modelled phantom is composed by an homogeneous block of material with characteristics
similar to muscles tissue to simulate the biological tissue. Its dimensions are such to have an almost
complete attenuation of electromagnetic field in correspondence of the boundaries. The water bolus
is modelled with a 20mm thick block of distilled water. The electromagnetic characteristics of the
materials used for the phantom and the bolus are summarized in Table 1.
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Table 1: Properties of the materials used for simulations.

Material
Relative Electric

Density
Thermal Sp ecic

Blood

Temp.
Permittivity Conductivity Conductivity Heat

Perfusion

Rate

 r  [S m  1 ] [Kg m  3 ] k [W m  1 o C 1 ] c [J kg 1 o C 1 ] F [m3 kg 1 s 1 ] T[ o C]

Muscles 52.729 1.7388 1020 0.6 3500 8.6 10  6 37

Dist. Water 76.7 1.2 1000 - - - 20

Substrate 4.3 - - - - - 20

ε ρ- - -- - - - -σ
-

In order to evaluate the deepness and the superficial spreading of the treatment, the simulator
was also used to calculate the SAR distribution and the temperature distribution inside the biolog-
ical tissue. In particular the temperature distribution is important to evaluate the function of the
water bolus as superficial cooler [8]. The simulation of the temperature distribution is based on the
Bio-Heat Transfer Equation developed by Pennes [9]. The temperature distribution simulations
were limited to the phantom, considering the temperature of the bolus at a constant value. On the
interface between the biological tissue and water bolus, a Dirichlet boundary condition was used.
Another parameter which is considered by the bio-heat equation is the effect of the blood perfusion.
In this model this parameter was considered constant for the entire phantom volume. The thermal
parameters used for the simulations are also summerized in Table 1.

3. RESULTS

From the simulations of the S11 parameter as a function of frequency, was found that the best
setting is obtained using a dimension for the applicator side equal to 43 mm and the width of the
slot-line equal to 3mm. To support the results of the simulations, the S11 parameter was then
measured with the help of the vector analyzed Agilent E6052. These measurements were made
on a flat Agar phantom with electromagnetic characteristics similar to muscles tissue. Since the
water bolus was not available, this measurement were made covering the phantom with distilled
water and putting the applicator directly in contact with the water at the desired distance to the
phantom. The measurement has shown that the best results are obtained reducing the slot-line
width to 1 mm. Changing the thickness of water layer on the phantom, it was seen also in this
case that the S11 does not depend too much on bolus thickness. In Fig. 2 are shown the result of
simulations and measurements for S11 as function of frequency considering a bolus 20mm thick.
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Figure 2: S11 parameter with a water bolus thickness of 20 mm.

The results of the SAR distribution simulations inside the biological tissue are shown in Fig. 3.
In Fig. 3(a) is shown the normalized SAR distribution on the surface of the phantom and in Fig. 3(b)
the distribution inside the phantom considering a cutting plane passing through the centre of the
applicator. From these two figures, it is possible to evaluate the penetration depth and the area
covered by the treatment. These distributions show how the requirement of a limited penetration
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of the treatment is satisfied. It can be clearly seen from the SAR distribution calculated inside the
phantom (Fig. 3(b)), that this penetration can be evaluated within 10mm. The simulations have
also shown, as expected, how the penetration depth of the electric field does not depend on the
bolus thickness. On the contrary this thickness plays a key role on determination of the extension of
the treatment area. Considering that, the tumours we would like to treat have a diameter between
10 to 20mm, a bolus thickness of 20mm is advised in order to cover at best tumours with this
dimensions during the experiments. It was also seen from these simulations that the use of this
applicator without or with a too thick water bolus crates an hot-spot in correspondence of its centre
with the risk of skin burns. Fig. 4(a) shows the results of the temperature distribution simulations
inside the phantom using an input power for the applicator of 30W, after an exposition time of 6
minutes. As expected the penetration of the temperature is deeper than for the SAR because of
the temperature diffusion. In any case, the temperature values which can induce thermal damages
are with 12–14mm from the surface. This result can be considered satisfying since in in-vivo, the
blood perfusion of the tumours is lower than in the surrounding healthy tissue. Therefore an higher
value of temperature is expected in the tumour core. Fig. 4(b) shows the temperature inside the
phantom at different times. Both figures show also a good cooling of the surface till 2–3 mm, so no
thermal damages of the skin are expected during the treatments.

(a) (b)

Figure 3: Simulated normalized SAR distribution in %, using a 20 mm water bolus, (a) on the surface, (b)
inside the phantom.
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Figure 4: Simulated temperature distribution using a 20 mm water bolus, (a) on the surface, (b) simulated
temperature along the agar axis in corrispondence of the applicator centre.



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 779

4. CONCLUSION

The results of the SAR and temperatures distributions obtained by computer simulations have
shown the possibility to use such an applicator for the treatment of superficial tumours with small
dimensions. This gives the possibility to carry out experiments on in-vivo tumour model on small
animals such as mice. The limited penetration of the electric field in the phantom, could also
guarantee a contained risk to radiate also the healthy tissue located below the cancer or to increase
to much the body temperature of the animals. The simulations and measurement of the S11

parameters, in correspondence of the applicator input, have shown a real independence of this
parameter on the water bolus thickness. This shows the capability for this applicator to be used
also on irregular surfaces as could be the body of a mouse. Thanks to this applicator characteristic,
a good impedance matching can be guaranteed in the most of the conditions of treatment. The
perspective is, after the evaluations of the result on animal model, to use such an applicator in
clinical practice for the treatment of small and superficial diseases considering the development of
arrays of applicators for the treatment of bigger areas.
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Abstract— Electric activity of the yeast cells was measured in frequency region 400–1600Hz.
Spectrum analyzer and electrically and electromagnetically screened box with point sensor and
amplifiers fed by batteries was used for altogether 50 measurement of nonsynchronized and syn-
chronized cold sensitive tubulin mutant yeast cells. We show that the electric activity of nonsyn-
chronized cells is lower than that of synchronized cells. That corresponds to the findings of Pohl
et al. Nanomechanical oscillatory motion in this frequency region was detected by Pelling et al.
on yeast cell membrane by atomic force microscopy and evaluated by the Fourier analysis of the
height profile signal of horizontally fixed sample-cantilever position.

1. INTRODUCTION

Electrically polar vibrations in biological systems have been postulated by Fröhlich [1–4]. Vibra-
tions of electrically polar structures in cells are fundamental source of electromagnetic field in cells.
Existence of endogenous electromagnetic field in and around biological systems was therefore as-
sumed. Nanomechanical vibrations of yeast cell in region up to 2.5 kHz and amplitudes of the
order of magnitude of 1 nm was detected by Pelling et al. [5, 6] with Atomic Force Microscopy and
analyzed by the Fourier transformation of the height profile signal in the fixed cantilever-sample
position. Extremely low frequency (up to 30 Hz) of tens to few hundreds of nm large amplitude
mechanical oscillations of various cell type membranes was detected by [7–9] with point dark field
microscopy. Spatial and time coherence properties of the erythrocyte membrane motions were de-
scribed from the results of ms time and nm spatial resolution measurements with diffraction phase
microscopy [10]. The source of vibrations is estimated to be cooperative action of many motor
proteins in [5, 6] and in MgATP dependent actin fluctuations in [7, 8]. Most proteins are polar
structures with complex charge distribution. Electrically polar structures with excited mechanical
vibrations are generating electromagnetic field. Various factors may influence conditions for the
vibration generation processes. High static electric field of the order of magnitude of 106 to 107 V/m
around cellular organelles may be the cause of nonlinear processes in vibration generation. Cytosol
contains negative and positive ions [11]. Static electric field in such a ionic solution is screened
within few Debyes lengths. However, it was recently found with voltage dependent fluorescent
nanosensors that the electric field from mitochondrial membrane can penetrate much further —
up to few µm to cytosol [12]. The electric field very likely depends on high hydrogen ions concen-
tration in mitochondrial intermembrane space. Authors propose that, electrically, the cytoplasm
cannot be described as a simple homogeneous solution, as often approximated, but should rather
be thought of as a complex, heterogeneous hydrogel, with distinct microdomains. Microtubules,
which are highly electrically polar structures and which consist of tubulin heterodimers, are main
organizers of cytoskeleton. Tubulin heterodimers have permanent dipole moment of ca. 1000 Debye
(10−26 cm). Energy is supplied to microtubules from GTP hydrolysis [13] and probably also from
motor proteins associated with microtubules [5, 6, 14] and possibly also from the wasted energy
from citric acid cycle of mitochnodria. Closer description on microtubule structure and function
from the point of view of molecular biology is given in [11]. Excitation of vibration and generation
of electromagnetic field is described in [15–17]. Electromagnetic field emanating from biological
systems was detected in optical and infrared [18–21] and MHz [22, 23] region. We have shown
preliminary results of kHz yeast cell oscillations in [24]. We present a direct proof of cell electric
activity in region 0.4–1.6 kHz in this paper.

2. MATERIALS & METHODS

2.1. Yeast Cells
Cold sensitive β-tubulin mutant tub2-401 of yeast cells Saccharomyces cerevisiae (strain CUY67
Mata tub2-401 ura3-52 ade2-101 ) was used. Evolution of the cells in the cell cycle can be synchro-
nized by cultivation at the restrictive temperature (lower than 14◦C) when the microtubules cannot
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be formed. The mutant cells at the restrictive temperature continue in their pathway along the cell
cycle up to the point before entering the M phase, which processes depend on the microtubules.
Thus after certain time period all the mutant cells are stopped at the same point of the cell cy-
cle. When the temperature is increased to the permissive temperature (above 25◦C) microtubules
are reassembled and the mitotic spindle is formed. Therefore, start of the M phase in the cells
cultivated under the restrictive temperature is triggered by the temperature increase above 25◦C.
Thus the cells are synchronized. Evolution of the M phase after the warm-up above the permissive
temperature is described in detail in [23]. We measured synchronized and nonsynchronized cells
in suspension. The cells were suspended in the aqueous sucrose solution. After warming to the
permissive temperature, the cells synchronously enter the M phase.

2.2. Measurement System
A schematic diagram of the measurement system is shown in the Fig. 1(a). The crucial parts are the
sensor, Fig. 1(b), and the preamplifiers, which are located in the temperature stabilized and triple
screened box (electrically and magnetically by mumetal box). The effectiveness of the screening
was verified in [23]. The batteries for the power supply of the preamplifiers are located inside the
screened box, too. At the bottom of a small cuvette there is an evaporated Pt layer forming one
electrode. Detecting wire electrode cut at an angle to obtain a point end (about 50 nm) is at a
distance of 8µm above the bottom of the cuvette. Dimension of 8µm corresponds approximately
to the diameter of a yeast cell. After sedimentation cells form a layer at the bottom of the cuvette.
Signal from the sensor is amplified inside the screened box. The preamplifier is connected to the
spectrum analyzer through semirigid coaxial cable. Control of the spectrum analyzer is provided
by a PC program via GPIB interface. Spectrum analyzer Agilent E4448A has been used.

Spectrum
analyzer

PC

Temperature stabilized box

Triple shielded box

Sensor

GPIB

Preamplifier

50 nm

(a) (b)

Figure 1: (a) Schematic depiction of the measurement system used (b) Dimensions of the sensor used.

2.3. Measurement Protocol
Suspension with synchronized cells was cultivated at the temperature of 14◦C. Suspension with
nonsynchronized cells was cultivated at the temperature of about 30◦C. Before measurement the
test tubes with the suspension were warmed in a water bath of 28◦C for 3 minutes. Optical density
(OD 600) of the suspension was 4.5 [23], which corresponds to concentration of about 2× 108 cells
per milliliter. Afterwards, the cuvette was filled with the 60µl of the suspension. Measurement
started immediately after filling the cuvette. Cells sedimented at the bottom of cuvette. Similar
measurements of nonsynchronized cells were performed, too.

2.4. Data Processing
Measured data have been processed with specified scripts of Python programming language. Mod-
ules used: matplotlib, pylab, Numeric, SciPy.

3. RESULTS

Measurements of the electrical activity of 25 synchronized cell suspensions and 25 nonsynchronized
cell suspensions have been carried out. Each measurement contained at least 400 double sweeps in
the region 0.4–1.6 kHz (measured in two subbands 0.6 kHz each) with resolution bandwidth 1 Hz.
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Each double sweep and transfer of data to PC took 6 s. Measured power is of the order of magnitude
of 10−18−10−19 W. Example of original measurement is in Fig. 2(a). In order to decrease the noise
fluctuations, moving average with the windows size of 50 sweeps was used to smooth the curves
of time evolution of measured power. The smoothed curves of all measurements are shown in
Fig. 2(b).

(a) (b)

Figure 2: (a) Time evolution of yeast cells electrical activity in spectral region 0.4–1.6 kHz in measurement
AHB29 (b) 25 measurements of synchronized and nonsynchronized cells each.

The mean power from measurements of both synchronized and nonsynchronized cells with stan-
dard deviation SD as error bars is shown separately in Fig. 3(a) for clarity. It is clearly visible that
the electrical activity of yeast cells is higher in the case of synchronized cells than in the case of
nonsynchronized cells.

(a) (b)

Figure 3: (a) The average power of cellular electrical activity in a frequency band 0.4–1.6 kHz, error bars —
symmetric SD (b) Example of long lasting peak, here at 1530 Hz from measurement AHB17. Peak is drawn
with two neighbor frequency points on both sides around central frequency. Distance of frequency points is
1Hz. Horizontal blue line is an average power. See Discussion in text for more on peak detection.

4. CONCLUSION & DISCUSSION

Measurements described in this contribution show that the electrical activity of synchronized cells
in the M-phase is greater than that of the nonsynchronized cells. It corresponds to the experimental
findings of Pohl et al. [22, 25] based on dielectrophoretic attraction of dielectric particles to yeast
cells indicating that their electromagnetic activity is greatest in the M phase. However, in our
measurements, lower electrical activity of nonsynchronized yeast cells may be also related to the
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energy depletion, since synchronized cells saved their energy reserves when they are kept under
restrictive temperature before measurement while nonsynchronized cells were normally active at
the room temperature.

We processed the measured signals to detect frequencies which could be attributed to eigen
vibration modes of the cellular structures, e.g., microtubules. However, experimental conditions
are highly unfavorable since our measurement are of statistical character. Cells sediment in two
layers, what can be calculated from number of cells in suspension and the surface of the bottom of
cuvette. The sedimented layers were observed by optical microscope. We do not know what is the
cell position and if there is any in contact with the point electrode in arbitrary time. From signal
processing point of view, the 1/fα (0 < α < 1, f -frequency) spectral distribution poses a problem
for comparison of power on various frequencies in our low frequency region. There was an attempt
to solve this problem, it will be published elsewhere. Peaks which lasted over period of at least 18
seconds (triple sweep time) were considered a significant at the first approximation. One example
of a long lasting peak is in the Fig. 3(b). The covariance based method was used for detection of
long lasting peaks. Spectrum of frequencies was detected by this method. There were bands and
frequencies where peaks seemed to appear more frequently. Point detection of fixed cell, sensitive
measurement system and other prerequisites are necessary for measurement of single frequencies.

Electrical processes seem to be important for cell activity. Cell cytoskeleton is a probable source
of electrical polar vibrations. Endogenous biological electromagnetic field may play important role
on temporal and spatial organization of structures and processes in living systems at least on cellu-
lar level. Effects on transfer of reaction components, of charge and mass particles were theoretically
analyzed [26–28]. Disturbed electromagnetic field can be related to pathological processes. One of
the deepest disturbances in organization and regulation in multicellular systems is cancer. In cancer
cell, regardless of their viral or other mutagenic origin, dysfunction of mitochondria and disintegra-
tion of the cytoskeleton are observed [29, 30]. Vibration states and generated electromagnetic field
may be disturbed. The static electric field around mitochondria (and around microtubules too) is
diminished, and the wasted energy efflux is cut off (the wasted energy may be used in microtubules
in nonlinear processes). Restoration of mitochondrial function in cancer cells by treatment with
dichloreacetate results in restoration of normal cell function or in apoptosis of aberant cells [30].
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Abstract— In this contribution we would like to describe the possibilities utilization of two dif-
ferent types of microwave applicators. These applicators are designed specially for large thickness
sheet of textile materials. We have designed two types of applicators, which we use for testing.
There are intended for the drying at factory production of fabrics. The first applicator is derived
from the Fabry-Perrot resonator, which is open type resonator. The second one is waveguide
type applicator, which is waveguide with a longitudinal slot in wider side of waveguide and it is
created by two branches. The textile material goes through the applicator in the maximum of
electric field strength, where it can absorb the maximum of energy. The applicators are designed
so that only dominant mode TE10 could propagate inside the system. Both applicators work at
frequency 2.45 GHz and use different number of magnetrons. The open-resonator type is made
by 17 cells that have every one own magnetron. These 17 cells create the whole drying system.
The second one — meandering type is now created with two separated cells also excited with
magnetrons. This system is designed for testing of new method for surface treatment of textile
materials with microwave energy. We have created the model of drying system, which solve the
distribution of EM waves inside this structure and we reached the resulting expression, which
is used for calculation of electric field strength in the plane of drying textile. This quantity de-
pends on electrical characteristics of wet textile such as permittivity and loss factor. We would
like to present the results of measurement parameters of wet textile too. Dielectric parameters
are changed with decrease moisture content in textile. The comparison of the simulations of
both systems with experimental results has been reported in details. The results of our testing
measurements are very good corresponding with simulations and analytical model.

1. INTRODUCTION

Microwave heating technology can be used as efficient technology, which can replace conventional
heating. Principle of microwave heating is a transformation of electromagnetic field energy to
the thermal energy through the field incidence on polar molecules in material. The main target of
project is to obtain the most uniform distribution of electric field strength in transit plane of textile.
By this way we attain uniform drying in whole textiles plane. In this contribution will be present
comparison between two types of single-mode microwave industrial applicators used for microwave
drying of textile. The first applicator works on the open-resonator principle and the second one is
a waveguide-type applicator. Both applicators are designed to work at frequency 2.45 GHz.

2. APPLICATORS FOR MICROWAVE DRYING

2.1. Open Resonator Type Applicator

This type of applicator consists of many drying cells (17 in our prototype machine) — each of them
is based on the idea of open resonator (i.e., Fabry-Perrot resonator), see Fig. 1. Each of these cells
has its own magnetron placed in waveguide holder. Dried textile material is in the middle plane
between parallel conductive plates, distance between these plates is equal to (3/2)λ. In this plane
is an expected maximum of electric field strength.

2.2. Meandering Type Applicator

Meandering applicator is waveguide with a longitudinal slot in wider side of waveguide. This
slot is situated in the middle of this side, because maximum of electric field strength is here.
Waveguide applicator is pictured on the Fig. 2. This applicator has double drying part with
dimension 80 × 80mm, which is tied with transform to the waveguide with magnetron inside of
microwave oven. This applicator was designed for testing the influence of microwave energy on the
wet textile. This system is safely because the source of energy is closed in the oven. The bandwidth
of dominant mode is 1.85 GHz to 3.75 GHz for this applicator and working frequency 2.45GHz is
in the middle of this band.
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Figure 1: Scheme of open resonator type
applicator.

Figure 2: Scheme of meandering type applicator.

3. SIMULATIONS IN THE EM FIELD SIMULATOR

For the evaluation of the microwave heating efficiency we can use the quantity SAR (Specific
Absorption Rate) or power loss density. SAR can be defined as

SAR =
σ

ρ
· |

~E(x, y, z)|2
2

, (1)

where σ is the electric conductivity, ρ is the density of the material and ~E(x, y, z) is the electric
field strength. The distribution of power loss density in the textile material obtained from the
simulator is shown in the Fig. 3 and Fig. 4. We tested the applicator with the wet textile. The
results of the real drying are shown in the Cap. 3.

Figure 3: Distribution of power in the resonant ap-
plicator.

Figure 4: Distribution of power in the meandering
applicator.

Figure 5: The drying characteristic of resonant ap-
plicator.
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4. EXPERIMENTAL RESULTS

For our first experiments we have built a one workable cell, which was used for first drying ex-
periments and measurements of drying curve. In the Fig. 5 and Fig. 6 are pictured results of
measurement of the moisture content in drying textile with respect to time. The measurement
with one cell of resonant applicator was realized with the 100% power and 10 s time step. The
measurement with meandering applicator was realized with 3 different level of power (30%, 50%
and 100%) and 10 s time step.

In the Fig. 7 and Fig. 8 are shown the set-up of measurement prototype of both applicators.
Resonant system is created by the seventeen cells and meandering system only two cells.

Figure 7: Prototype of resonant system. Figure 8: Prototype of meandering system.

In the second part of the measurement was used the infra red camera. It was measured the
distribution of the temperature in the drying textile (Fig. 9).

Figure 9: Results of the measurements with infra red camera (resonant prototype — left, meandering
prototype — right).

In the left side is resonant prototype, where is the maximum temperature of the drying material
around 60◦C. The drying textile was in the system 60 s. With the same time was measured two
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type of fabric (100% cotton, non-woven textile) in the meandering system (right side Fig. 9). In
this system was maximal temperature around 55◦C.

5. CONCLUSIONS

In this contribution was presented two different type of drying system — Open resonant type and
Meandering type. These applicators are designed specially for large thickness sheet of textile ma-
terials. The comparison of the simulations of both systems with experimental results was reported
in details. The results of our testing measurements are very good corresponding with simulations.
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Abstract— We present an analytical approach to study a problem of getting visible image for
Veselago’s focus inside left-handed material (LHM) slab, 0 < z < L, with the dielectric permit-
tivity ε(x, z) = −1 + δε0 + δε(x, z), where δε0 and δε(x, z) are homogeneous and inhomogeneous
parts, respectively, and the homogeneous magnetic permeability µ, which can be close to −1.
An integral equation for the Green function of s-polarized electric wave field is derived in a form
usual for the potential scattering theory, with including not only a volume potential but also a
surface potential proportional to the magnetic permeability jump. Solution to the derived inte-
gral equation with the surface potential only gives at magnetic permeability µ = −1 a perfect
Veselago’s lens Green function that is obtained also from the empty space Green function by a
spatial coordinate transformation for the definite positions of receive and source planes, for which
the perfect Veselago’s Green function does exist. We rewrite next the derived integral equation in
terms of a homogeneous LHM slab Green function and the volume scattering potential accounting
for inhomogeneities and solve to the rewritten equation asymptotically in the limit of weak and
thin inhomogeneity as a linelike scatterer. The found asymptotic solution reveals a multiplicative
quasistatic spatial singularity of the Green function for inhomogeneous LHM slab if the linelike
scatterer is placed near the Veselago’s focus inside LHM slab, with respect to positions of the
receive and the source points.

1. INTRODUCTION

In 1968, Veselago [1] introduced into consideration a left-handed materials (LHM’s), which posses
both negative dielectric permittivity ε < 0 and negative magnetic permeability µ < 0. The LHM’s
lead to numerous interesting optical phenomena, including earlier predicted negative refraction [2]
and negative group velocity [3], reversed Cherenkov radiation and reversed Doppler shifts [1], spe-
cific resonant scattering properties of a cylinder fabricated from a LHM [4]. The most pronounced
property of LHM, predicted by Veselago, is that a perfect planar LHM slab, with ε = −1 and
µ = −1, could focus the rays from a nearby in free space electromagnetic source into the point
images, one inside and the other behind the slab. In a more recent analysis Pendry [5] showed
that in addition to the far-field components associated with a source being brought to a focus by
the slab, the nonpropagating near-field (evanescent) components could also be recovered in the
image. It was, therefore, proposed that the image created by the perfect planar LHM slab could,
in principle, contains all of the information associated with the source object, thereby achieving
resolution well beyond that of the diffraction limit. For this reason, the perfect planar LHM slab
was described as a perfect Veselago’s lens.

The resolution enhancement by the perfect Veselago’s lens was a suprising result, which gave rise
to several approaches for full-wave analysis of Veselago’s lens focusing properties, with taking into
account different lens imperfections. Rao and Ong [6] discussed a Finite-Difference-Time-Domain
(FDTD) method employing to justify the superlensing effect of LHM slabs. They concluded this
method is easy to implement but the physical meanings of the simulations results are not easy to
be extracted. In other studies [5], [7–10] the authors used frequency domain and wave angular
amplitude spectrum decomposition method. A remark of principle on this way was made by Carsia
and Nieto-Vesperinas [8] that one should consider the sum over all angular spectrum components
to get a result for the total wave field rather than only one component, as in [5], because the
total field can in particular diverge inside a perfect Veselago’s lens. Luan et al. [11] continued
strategy of Ref. [8], having constructed a 2D Green function for Veselago’s lens with absorption.
Actually, these authors showed that the perfect Veselago’s lens transforms a line source wave field
into wave field of line source image, in accordance with Veselago prediction [1]. Just recently
Shevchenko [12] has obtained similar to [11] result in the form of 3D Green function for Veselago’s
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lens with absorption. Simultaneously Anioutine [13] published numerical solution to 2D problem
of cylindrical wave scattering by ideal Veselago’s lens of finite dimensions, with studying the wave
field behavior near focus of such lens and applying a method of discrete sources [14, 15].

As one can think, the Luan et al. [11] result relates closely with concept about spatial transfor-
mation media [16, 17], which map electromagnetic fields in physical space to the electromagnetism
of empty flat space. Note, in this connection, work [18] dates back to 1959 where the covariant
Maxwell equations [19] in non-inertial reference system were transformed to usual three dimensional
vector form for particular problem of electromagnetic field study in rotating system of reference.
In this case the displacement vector ~D and the magnetic field vector ~B were expressed through the
electric field vector ~E and the magnetic flux vector ~H via an constitute equations

~D = ~E − 1
c
~v × ~H, ~B = ~H +

1
c
~v × ~E

where ~v was a local speed of rotating. The formulas were obtained also related the electric field
and the magnetic flux in the non-inertial and the inertial systems of reference. In 1960 Pleban-
ski [20] formulated the electromagnetic effect of curved space-time or curved coordinates in concise
constitutive equations for general case. The Plebanski’s constitutive equations are obtained from
above mentioned ones by replacing the first terms in the right hand side (RHS) of these equations
to ε ~E and µ ~H, respectively, and by replacing the vector ~v to −~w, where the symmetric matrices
ε = µ and vector ~w are written in terms of the space-time metric tensor. Now media with such
ε and µ and ~w are called after Pendry et al. [21] the transformation media. The transformation
media lead to modern metamaterials that include LHM’s and not only can focus the electromag-
netic field as required but are able to avoid objects and flow around them, as it was demonstrated
numerically [21] and analytically in terms of bistatic scattering [22].

In the currently presented report we extend the traditional potential wave multiple scattering
theory [23] to analytical study an inhomogeneous and absorbing Veselago’s lens focusing properties
by the Green function method. Specifically we consider a 2D Green function for LHM slab with
the dielectric permittivity, ε(x, z) = −1 + δε0 + δε(x, z), where homogeneous part δε0 saves the
Green function convergence whereas δε(x, z) accounting for inhomogeneities, and the homogeneous
magnetic permeability µ, which can be close to −1. Our final aim consists in revealing a specific
multiplicative quasistatic singularity of the considered Green function, provided a thin inhomo-
geneity is placed near focus inside perfect Veselago’s lens. We will show that this sort of singularity
is directly linked with mentioned concept about spatial transformation media.

Figure 1: Schematic drawing of L thick LHM slab (region Ω1) with ε = −1+δε0 +δε(x, z) and homogeneous
µ → −1 surrounded by right and left semispaces (regions Ω0).

2. VOLUME AND SURFACE SCATTERING POTENTIALS OF INHOMOGENEOUS
LHM SLAB

2.1. Extended Boundary Condition Technique
Let the inhomogeneous LHM slab (see Fig. 1) occupies a region Ω1 between the planes z = 0
and z = L of the Cartesian coordinate system x, y, z. The surrounding background medium has
the permittivity ε0 = 1 and the permeability µ0 = 1 and occupies the region Ω0. The electric
field Ey(x, z) of s-polarized monochromatic electromagnetic wave with the frequency ω has the y-
component only and can be expressed in terms of the Green function G(x, z; x′, z′) and the current
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density jy(x, z) of electromagnetic field source as Ey = (4πωµ0/ic2)Gjy. Here one used an operator
denotations and the Gaussian systems of units. Besides, one supposed the source to be placed in
the outer region Ω0 of the slab. If the source is placed inside region Ω1 of the slab, µ0 should be
replaced to µ in the above expression.

The Green function G(x, z; x′, z′) consists of four pieces Gab(ρ, ρ′), with points ρ = (x, z) and
ρ′ = (x′, z′) being placed inside the regions Ωa and Ωb, respectively, where indices a, b = 0, 1.
Physically G00 describes transmitted through and reflected from the slab wave radiation, G10 and
G01 describe incoming into the slab and outgoing from the slab radiation, respectively, and G11

describes radiation propagation inside the slab. These four Green functions are linked between
them by the standard boundary conditions of the electric and magnetic field tangential component
continuity on the slab boundaries S1, that is the quantities Ey and (1/µ)(n̂ · ∇)Ey, with n̂ being
the unit vector along the normal to a boundary S1.

The above four Green functions are subdivided into two groups consisting (i) incoming G10

and transmitted through and reflected from the slab G00 wave radiation Green functions and (ii)
outgoing G01 and propagated inside the slab G11 wave radiation Green functions. The extended
boundary condition technique [24] allows to derive, considering the group (i), a specific radiation
conditions on the slab boundaries for the Green function G10 of incoming radiation and the integral
equation for this Green function with an effective scattering potential as well as a continuous
extension of G10 from the slab boundaries to outside region of the slab that gives the Green
function G00. Similarly, one can derive, considering the group (ii), a specific radiation conditions
on the slab boundaries for the Green function G11 of propagated radiation and the integral equation
for this Green function with effective scattering potential as well as a continuous extension of G11

from the slab boundaries to outside region of the slab that gives the Green function G01.

2.2. Green Functions of Incoming and Transmitted/Reflected Radiation
Consider the Green function G10(ρ, ρ′) of incoming radiation, the receive ρ and source ρ′ points
of which are positioned inside and outside regions relatively to the inhomogeneous LHM slab,
respectively. One can derive an integral equation for this Green function by direct applying the
scalar Green theorem [25], written for two any functions ψ(ρ) and ϕ(ρ). Let us apply this theorem
to region Ω1 (see Fig. 1), making choose ψ(ρ) = G0(ρ, ρ′′), where point ρ′′ has arbitrary position,
and ϕ(ρ) = G10(ρ, ρ′). Such application gives

∫

Ω1

dρV (ρ)G0(ρ, ρ′′)G10(ρ, ρ′)−G10(ρ′′, ρ′)H(ρ′′ 3 Ω1)

=
∫

S1

dS
[
G0(ρ, ρ′′)(n̂ · ∇)G10(ρ, ρ′)−G10(ρ, ρ′)(n̂ · ∇)G0(ρ, ρ′′)

]
(1)

Here G0(ρ, ρ′) ≡ G0(ρ − ρ′) is the Green function in unbounded background medium (empty
space), satisfied 2D Helmholtz equation, (∆ + k2

0)G0(ρ) = δ(ρ), and the radiation condition on
infinity. We denote V (ρ) = k2

0 − k2
1(ρ) an effective volume scattering potential, with k0 = ω/c and

k1 = k0 (ε(x, z)µ)1/2 being the wave number in the background and the LHM slab, respectively.
The symbol H(ρ 3 Ωa) is a characteristic function of region Ωa, equal to one as ρ 3 Ωa and equal
to zero in opposite case. In the surface integral of Eq. (1) RHS an unit vector n̂ at point ρ of the
slab boundary S1 is directed outwards the slab region Ω1.

Equation (1) includes a normal derivative of the seeking Green function in the term with the
surface integral that prevents to utilize the potential scattering theory methods. Therefore we use
next a special consequence from the Green theorem in the form of extended boundary condition,
which gives, in particular, a possibility to exclude the mentioned normal derivative.

To this end we apply the Green theorem to region Ω0 with the same function ψ(ρ), but ϕ(ρ) =
G00(ρ, ρ′) getting a relation

G00(ρ′′, ρ′)H(ρ′′ 3 Ω0)=G0(ρ′, ρ′′)+
∫

S1

dS
[
G0(ρ, ρ′′)(n̂·∇)G00(ρ, ρ′)−G00(ρ, ρ′)(n̂·∇)G0(ρ, ρ′′)

]
(2)

that is a scalar extended boundary condition similar to the vector version of Ref. [24].
The relation (2) can be transformed identically to some sort of radiation conditions on the slab

boundaries for the Green function G10 and continuous extensions of the Green function G00 from
the slab boundaries into outside region of the slab. Applying the 1D Fourier transform to Eq. (2)
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yields

G00(q, q′; z, z′)H(z 3 Ω0) = G0(q, z − z′)δqq′ −G0(q, z)
[
∂G00(q, q′; z, z′)

∂z

]

z=−η

+G00(q, q′; z = −η, z′) i γqG0(q, z) sgn(−z)

+G0(q, z − L)
[
∂G00(q, q′; z, z′)

∂z

]

z=L+η

−G00(q, q′; z = L + η, z′)i γqG0(q, L− z) sgn(L− z) (3)

where a sign function sgn(z) = ±1 for z > 0 and z < 0, respectively. It is seen that the extended
boundary condition (2) took form an identity with respect to variable z, with z′ < 0 or z′ > L. In
particular case of 0 < z < L and z′ > L the identity is simple resolved in the form of radiation
conditions

1
µ

∂G10(q, q′; z, z′)
∂z

∣∣∣
z=η

+ iγqG10(q, q′; z = η, z′) = 0 (4)

and
1
µ

∂G10(q, q′; z, z′)
∂z

∣∣∣
z=L−η

− iγqG10(q, q′; z = L− η, z′) = − exp
[
iγq(z′ − L)

]
δqq′ (5)

Substituting these radiation conditions into Eq. (3) leads to continuous extensions

G00(q, q′; z, z′) = exp(−iγqz)G10(q, q′; z = η, z′) (6)

as z < 0 and

G00(q, q′; z, z′) =
1

2iγq

[
exp

(
iγq

∣∣z − z′
∣∣ )−exp

(
iγq(z + z′ − 2L)

)]
δqq′

+exp
[
iγq(z − L)

]
G10(q, q′; z = L− η, z′) (7)

as z > L. Here γq =
√

k2◦ − q2, δqq′ = 2πδ(q− q′), z′ > L, and η → 0 and η > 0. Klytskin [26] used
some kind of radiation conditions similar to (4) in acoustics.

The 1D Fourier transform of the Green function of incoming radiation G10 Eq. (1) with respect
to x-component of the spatial position vector results in an integral equation for G10(q, q′; z, z′),
with including derivatives of this quantity with respect to variable z on the slab boundaries z = 0
and z = L. Note, such derivatives can be excluded with the aid of radiation conditions (4) and (5).
As a result, Eq. (1) is brought to following form similar for the potential scattering theory

G10(q, q′; z, z′) = µG0(q, z)δqq′ +
∫ L

0
dz′′

∫

q′′
G0(q, z − z′′)V̂ (q, q′′; z′′)G10(q′′, q′; z′′, z′) (8)

as z′ > L. In this equation G0(q, z) = exp(iγq |z|)/(2iγq) is 1D Fourier transform with respect to x
variable of the Green function G0(x, z) in unbounded background medium, and

∫
q = (1/2π)

∫
dq.

An effective singular potential V̂ (q, q′; z) in the RHS of Eq. (8) consists of two parts

V̂ (q, q′; z) = V (q−q′, z)+VS(q, q′; z) and VS(q, q′; z) = (1−µ)iγq

[
δ(z−η)+δ(z−L+η)

]
δqq′ (9)

The regular volume part V (q− q′, z) is the 1D Fourier transform of the volume scattering potential
V (x, z) with respect to variable x. The singular surface part VS(q, q′; z) describes the effect of
magnetic permeability jump on the slab boundaries.

Resolving the integral Eq. (8) for 1D Fourier transform G10(q, q′; z, z′) of the slab incoming
radiation Green function and substituting result into RHS of two continuous extensions (6) and
(7) gives 1D Fourier transform G00(q, q′; z, z′) of the slab transmitted and reflected radiation Green
function.
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2.3. Green Functions of Outgoing and Propagated Radiation
Consider the Green function G11(ρ, ρ′) of propagated radiation, the receive ρ and source ρ′ points
of which are positioned inside the inhomogeneous LHM slab. Applying the Green theorem with
the same function ψ(ρ) as in preceding subsection, but ϕ(ρ) = G11(ρ, ρ′) to region Ω1 gives∫

Ω1

dρV (ρ)G0(ρ, ρ′′)G11(ρ, ρ′) + G0(ρ′, ρ′′)−G10(ρ′′, ρ′)H(ρ′′ 3 Ω1)

=
∫

S1

dS
[
G0(ρ, ρ′′)(n̂ · ∇)G11(ρ, ρ′)−G11(ρ, ρ′)(n̂ · ∇)G0(ρ, ρ′′)

]
(10)

This integral equation is similar to Eq. (1), but includes an additional term G0(ρ′, ρ′′) in the left
hand side (LHS). Applying the Green theorem with the same function ψ(ρ), but ϕ(ρ) = G01(ρ, ρ′)
to region Ω0 leads to a relation

G01(ρ′′, ρ′)H(ρ′′ 3 Ω0) =
∫

S1

dS
[
G0(ρ, ρ′′)(n̂ · ∇)G01(ρ, ρ′)−G01(ρ, ρ′)(n̂ · ∇)G0(ρ, ρ′′)

]
(11)

that is similar to extended boundary condition (2), but not includes a term G0(ρ′, ρ′′) in the RHS.
Similar with (2), the relation (11) is transformed identically to radiation conditions on the slab

boundaries for the Green function G11 and continuous extensions of the Green function G01 from
the slab boundaries into outside region of the slab. The radiation conditions on the slab boundaries
have a form

1
µ

∂G11(q, q′; z, z′)
∂z

∣∣∣
z=η

+ iγqG11(q, q′; z = η, z′) = 0 (12)

and

1
µ

∂G11(q, q′; z, z′)
∂z

∣∣∣
z=L−η

− iγqG11(q, q′; z = L− η, z′) = 0 (13)

as well as two continuous extensions

G01(q, q′; z, z′) = exp(−iγqz)G11(q, q′; z = η, z′) (14)

as z < 0 and

G01(q, q′; z, z′) = exp
[
iγq(z − L)

]
G11(q, q′; z = L− η, z′) (15)

as z > L. As a result, Eq. (10) is brought to a form

G11(q, q′; z, z′) = G0(q, z)δqq′ +
∫ L

0
dz′′

∫

q′′
G0(q, z − z′′)V̂ (q, q′′; z′′)G11(q′′, q′; z′′, z′) (16)

This equation is similar to Eq. (8), but has not a factor µ at G0(q, z) in the RHS.
Resolving the integral Eq. (16) for 1D Fourier transform G11(q, q′; z, z′) of the slab propagated

radiation Green function and substituting result into RHS of two continuous extensions (14) and
(15) gives 1D Fourier transform G01(q, q′; z, z′) of the slab outgoing radiation Green function.
2.4. Green Function Reciprocity
We have shown above how the Green theorem [25], written for any functions ψ(ρ) and ϕ(ρ), is
used in the extended boundary condition technique. Note, the function ψ(ρ) has been chosen to be
equal to the Green function in unbounded background medium always and the function ϕ(ρ) was
varied. The same Green theorem is used to derive the reciprocity relations for the Green function
in a form

1
µa

Gab(ρ, ρ′) =
1
µb

Gba(ρ′, ρ) (17)

by another choosing the function ψ(ρ). For example, putting ψ(ρ) = G00(ρ, ρ′) and ϕ(ρ) =
G01(ρ, ρ′) and applying the Green theorem to region Ω0 jointly with the standard boundary con-
ditions one gets the reciprocity relation in Eqs. (17) at a = 1 and b = 0. This relation means
in details, G01(ρ, ρ′) = −G10(ρ′, ρ), and one can obtain automatically the slab outgoing radiation
Green function, provided he knows the slab incoming radiation Green function. The sign minus in
the last relation is a consequence of the magnetic permeability jump on the LHM slab boundaries,
from µ = 1 outside to µ = −1 inside the slab.
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3. PERFECT PLANAR LHM SLAB AS TRANSFERER OF GREEN FUNCTION
SINGULARITY

According to electromagnetism theory in general relativity, a spatial distribution for the dielectric
permittivity and the magnetic permeability in the case of perfect Veselago’s lens can be obtained
from ones for the empty space by 1D coordinate transform of Refs. [16, 17]. For our coordinate
system (Fig. 1) this coordinate transformation has a form, z̃ = z as z < 0, z̃ = −z as 0 < z < L,
and z̃ = z − 2L as z > L, with z̃ being a coordinate of electromagnetic (empty) space, and will be
referred further LP-transformation. The current section is aimed to consider a relation between the
LP-transformation and the perfect Veselago’s lens Green function, which will be denoted G

(0)
ab (ρ, ρ′).

3.1. Singularity Transfer from Outside to Inside and from One Side to Another of the Slab
In the case of perfect Veselago’s lens the effective potential (9) consists of surface part only that
simplifies Eq. (8) for 1D Fourier transform of the incoming radiation Green function to algebraic
and easy resolved form. Making next the inverse 1D Fourier transform gives the incoming radiation
Green function of perfect Veselago’s lens as an integral over angular spectrum components

G
(0)
10 (x, z; x′, z′) =

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

[
iγq(z − 2L + z′)

]
(18)

As one can see, this incoming radiation Green function coincides with the empty space Green
function, G0(x−x′, z− 2L+ z′) = G0(x−x′,−z̃ + z̃′), written according to LP-transformation and
having singularity at inside focal plane z → 2L− z′ under conditions z > 2L− z′ and L < z′ < 2L
(left panel of Fig. 2). Under opposite conditions, z < 2L − z′ and L < z′ < 2L, the integral
in the RHS of Eq. (18) diverges and the incoming radiation Green function exists as a Schwartz
distribution [27] that is as a linear functional kernel, only.
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Figure 2: Left panel: Singularity transfer by perfect lens from right outside plane z = z′, L < z′ < 2L, to
inside (a) and left outside (b) focal planes z → 2L − z′, z > 2L − z′ and z → −(2L − z′), z < −(2L − z′),
respectively; singularity transfer from inside plane z = z′, 0 < z′ < L to right (c) and left (d) outside focal
planes z = 2L − z′, z > 2L − z′ and z → −z′, z < −z′, respectively. Right panel: Multiplicative effect in
singularity transfer by LHM slab from right outside plane z = z′ to left (a) and right (b) outside focal planes
z → −(2L−z′), z < −z1 < −(2L−z′), and z → 2L−z1, z′ > z > 2L−z1, respectively, via linelike scatterer
z = z1 near inside focal plane z1 → 2L− z′, z1 > 2L− z′.

Substituting the angular spectrum amplitude of the incoming radiation Green function from
Eq. (18) into continuous extensions (6) and (7) leads to transmitted and reflected radiation Green
function of perfect Veselago’s lens as integral

G
(0)
00 (x, z; x′, z′) =

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

[
iγq(−z − 2L + z′)

]
(19)

as z < 0 and z′ > L, and as a simple relation

G
(0)
00 (x, z; x′, z′) = G0(x− x′, z − z′) (20)
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as z > L and z′ > L, respectively. The transmitted radiation Green function (19) coincides with
the empty space Green function G0(x− x′,−z − 2L + z′) = G0(−z̃ + z̃′) written according to LP-
transformation and having singularity at left outside focal plane z → −(2L− z′) under conditions
z < −(2L − z′) and L < z′ < 2L (Fig. 2). Under opposite conditions, z > −(2L − z′) and
L < z′ < 2L, the integral in the RHS of Eq. (19) diverges. Eq. (20) shows that the reflected
radiation Green function for perfect Veselago’s lens coincides with the empty space Green function
at all.

Having derived Eqs. (18) and (19), we made assumption that the source plane of the Green
function was positioned in the right outside region z′ > L of the perfect planar LHM slab. The
values for the Green function in the case of the source plane being positioned in the left outside
region z′ < 0 of the slab can be obtained automatically from these two equations by formal replacing,
z → −z + L and z′ → −z′ + L, as shows a geometrical consideretion. In particular, for the Green
function of incoming radiation we obtain

G
(0)
10 (x, z; x′, z′) =

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

[
iγq(−z − z′)

]
(21)

as z′ < 0. This incoming radiation Green function coincides with the empty space Green function,
G0(x−x′,−z−z′) = G0(x−x′, z̃−z̃′), written according to LP-transformation and having singularity
at inside focal plane z → −z′ under condition z < −z′ (left panel of Fig. 2). Under opposite
condition, z > −z′, the integral in the RHS of Eq. (21) diverges, in accordance with Ref. [8].

3.2. Singularity Transfer from Inside to Outside of the Slab

In the case of perfect Veselago’s lens Eq. (16) for 1D Fourier transform of the propagated inside the
LHM slab radiation Green function is simplified to algebraic and easy resolved form, similar with
Eq. (8). Substituting this solution into continuous extensions (14) and (15) results in outgoing from
the slab radiation Green function of perfect Veselago’s lens. Practically one can get this outgoing
radiation Green function also applying a reciprocity relation (17) to expressions (18) and (21) for
the incoming radiation Green function. The both ways lead to integral representations

G
(0)
01 (x, z; x′, z′) = −

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

[
iγq(z′ − 2L + z)

]
(22)

as z > L and

G
(0)
01 (x, z; x′, z′) = −

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

[
iγq(−z′ − z)

]
(23)

as z < 0, respectively. As Eq. (22) shows, the Green function of radiation outgoing from inside to
the right outside slab region, z > L, coincides with the opposite in sign empty space Green function,
−G0(x− x′, z′− 2L + z) = −G0(x− x′, z̃− z̃′), written according to LP-transformation and having
singularity at right outside focal plane z → 2L−z′ under condition z > 2L−z′ (left panel of Fig. 2).
Under opposite condition, z < 2L− z′, the integral in the RHS of Eq. (22) diverges. From Eq. (23)
we see that the Green function of radiation outgoing to the left outside slab region, z < 0, coincides
with the opposite in sign empty space Green function, −G0(x− x′,−z′ − z) = −G0(x− x′, z̃′ − z̃),
written according to LP-transformation and having singularity at left outside focal plane z → −z′
under condition z < −z′ (left panel of Fig. 2). Under opposite condition, z > −z′, the integral in
the RHS of Eq. (23) diverges.

The itself Green function of propagated inside the perfect planar LHM slab radiation is presented
by

G
(0)
11 (x, z;x′, z′) = −

∫

q

1
2iγq

exp
[
iq(x− x′)

]
exp

(−iγq

∣∣z − z′
∣∣) (24)

The integral in the RHS of this equation diverges and the propagated radiation inside perfect LHM
slab Green function exists as a Schwartz distribution only.
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4. MULTIPLICATIVE SINGULARITY OF GREEN FUNCTION FOR LHM SLAB WITH
LINELIKE SCATTERER

4.1. Equation for Inhomogeneous LHM Slab Green Function in Terms of Homogeneous LHM
Slab Green Function
As was shown in the preceding section, the perfect Veselago’s lens Green function is simple related
to the empty space Green function, but for definite positions of receive and source planes only. For
another positions of these planes the integral giving the perfect Veselago’s lens Green function in
angular spectrum representation does diverge because of Pendry’s evanescent wave enhancement
effect [5]. To save the integral convergence for all receive and source plane positions one can
take into account a homogeneous deviation δε0 of the dielectric permittivity and the magnetic
permeability from −1. In this case the effective volume scattering potential, V (x, z) = V0+V1(x, z),
consists of homogeneous and inhomogeneous components. The homogeneous component is given
by V0 = k2

0−k2
01, with k01 = k0 [(−1 + δε0)µ]1/2 being the wave number in homogeneous LHM slab.

The inhomogeneous component V1(x, z) = −k2
0 [δε(x, z)]µ is accounting for inhomogeneities.

Now the effective singular potential V̂ (q, q′; z), defined by Eqs. (9), can be rewritten as a sum,
V̂ (q, q′; z) = V̂0(q, q′; z)+V1(q−q′, z), where V̂0(q, q′; z) = V0δqq′+VS(q, q′; z) is singular potential of
homogeneous LHM slab and V1(q−q′, z) is regular volume potential accounting for inhomogeneities.
We denote the homogeneous LHM slab Green function by G

(0)
ab (ρ, ρ′), as was denoted the perfect

Veselago’s lens Green function in the preceding section. The integral Eqs. (8) and (16) for 1D Fourier
transform G

(0)
10 (q; z, z′)δqq′ and G

(0)
11 (q; z, z′)δqq′ related to incoming radiation into the homogeneous

LHM slab and propagated inside that, respectively, are simple resolved and one can see these
solutions in Ref. [11]. It is important for us here that these solutions give possibility to bring
Eq. (8) to a new and productive form where evidently one only does see the regular volume potential
accounting for inhomogeneities. The new form of Eq. (8) is obtained using a resolvent operator [28]
for this equation in the homogeneous LHM slab case and written as follows

G10(q, q′; z, z′) = G
(0)
10 (q; z, z′)δqq′ +

∫ L

0
dz′′

∫

q′′
G

(0))
11 (q; z, z′′)V1(q − q′′; z′′)G10(q′′, q′; z′′, z′) (25)

as z′ > L. Applying to obtained Eq. (25)the continuous extensions (6) and (7) jointly with (14)
and (15) leads after the inverse 1D Fourier transform with respect to the q and q′ variables to a
basic formula for the Green function of transmitted radiation through and reflected radiation from
the inhomogeneous LHM slab

G00(q, q′; z, z′)=G
(0)
00 (x−x′; z, z′)+

∫
dx′′

∫ L

0
dz′′G(0))

01 (x−x′′; z, z′′)·V1(x′′, z′′)G10(x′′, z′′; x′, z′) (26)

as z′ > L. Physically this formula means evidently that transmitted through or reflected from the
inhomogeneous LHM slab radiation, created by a point source on the right outside region of the
slab, is incoming into the slab next can be scattered by a slab volume inhomogeneities and then is
outgoing the slab.

4.2. Approximation of Weak Linelike Inhomogeneity
Consider the basic formula (26) in the limit of inhomogeneity similar to a linelike scatterer,with
its axis being parallel to the y axis and cross section occupied the region, x1 −∆x < x < x1 + ∆x
and z1 − ∆z < z < z1 + ∆z, where 0 < z1 < L, in the x, z plane. We think the scatterer
constant potential V1 = k2

0δε to be weak and replace in the formula (26) RHS the unknown Green
function G10 for incoming into inhomogeneous LHM slab radiation by known one G

(0)
10 in the case

of perfect Veselago’s lens. We replace also in the (26) RHS the transmitted through and reflected
from homogeneous LHM slab Green function G

(0)
00 , as well as the outgoing homogeneous LHM slab

Green function G
(0)
01 to their values in the case of perfect Veselago’s lens. This approach gives us

G00(x, z; x′, z′) ∼= G
(0)
00 (x− x′; z, z′)

+V1

∫ x1+∆x

x1−∆x
dx′′

∫ z1+∆z

z1−∆z
dz′′G(0)

01 (x− x′′; z, z′′) G
(0)
10 (x′′ − x′; z′′, z′) (27)
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as z′ > L. We will simplify the written approximative basic formula for the cases of slab transmitted
and reflected radiation separately.

In the case of slab transmitted radiation, with the receive and source planes being placed in
the left z < 0 and the right z′ > L outside regions of the slab, respectively, the Green functions of
incoming as well as outgoing perfect Veselago’ lens radiation in the RHS of formula (27) are given
according to (18) by

G
(0)
10 (x′′ − x′; z′′, z′) = G0(x′′ − x′, z′′ − 2L + z′) (28)

under condition z′′ > 2L− z′, which is satisfied if z1−∆z > 2L− z′, as well as according to (23) by

G
(0)
01 (x− x′′; z, z′′) = −G0(x− x′′,−z′′ − z) (29)

under condition z < −z′′, which is satisfied if z < −z1 −∆z.
Let us introduce the physically important defocusing parameters δz and δz′ for positions of

receive and source planes, respectively, relatively the position z1 of linelike scatterer plane defined
by δz = −z− z1 and δz′ = z1− 2L+ z′. Supposing these defocusing parameters are much more the
linelike scatterer cross section dimensions, δz >> ∆x,∆z and δz′ >> ∆x,∆z, and supposing an
exact focusing with respect to the x axis, x = x′ = x1, one can simplify the formula (27) as follows
(right panel of Fig. 2)

G00(x, z;x′, z′) ∼= G0(x = 0,−z − 2L + z′)− f1G0(x = 0, δz) G0(x = 0, δz′) (30)

where f1 = V1∆x∆z denotes a scattering amplitude of linelike scatterer. Simplification for the
approximative basic formula (27) in the case of slab reflected radiation, with the receive and source
planes being placed both in the right z > L and z′ > L outside regions of the slab, is performed
similar to the case of transmitted radiation. In the case of slab reflected radiation the defocusing
parameters for positions of receive and source planes are defined by δz = z − 2L + z1 and δz′ =
z′ − 2L + z1 and formula (27) is simplified as (right panel of Fig. 2)

G00(x, z; x′, z′) ∼= G0(x = 0, z − z′)− f1G0(x = 0, δz) G0(x = 0, δz′) (31)

We will apply the obtained particular basic formulas (30) and (31) to a problem of getting visible
image for Veselago’s focus inside LHM slab via linelike scatterer.

4.3. Multiplicative Effect in Singularity Transfer
The defined in preceding subsection defocusing parameters δz and δz′ were supposed to be much
more the linelike scatterer cross dimensions. Nevertheless, these defocusing parameters can be
much less the wave number in the background, k0δz << 1 and k0δz

′ << 1, until the linelike
scatterer cross dimensions are much less the wave number also, k0∆z << 1 and k0∆z′ << 1. Next
we remind that the empty space Green function is proportional to the first type Hankel function
of the zero order, G0(ρ) = (1/4i)H(1)

0 (k0ρ), and asymptotically tends to logarithm expression,
−(1/2π) ln(2/k0ρ)), in quasistatic limit, k0ρ << 1.

Return now to particular basic formulas (30) and (31). We see that the second terms in the
RHS of the formulas, described contributions of linelike scatterer into Green function of transmitted
through and reflected from the inhomogeneous LHM slab, are proportional to scattering amplitude
of the scatterer and product of two Green functions’ quasistatic singularities, provided the source
and receive points being focused on the scatterer with small defocusing parameters. We call this
case as multiplicative quasistatic singularity of the Green function for inhomogeneous LHM slab.

5. CONCLUSIONS

In this report we have adopted the usual Green function approach and potential scattering theory
to a new area of electromagnetic multiple scattering by inhomogeneous dielectric structure placed
inside LHM slab. A specific of the adaptation consisted in appearance not only a volume, but
also a surface scattering potential in the derived integral equation for the inhomogeneous LHM
slab Green function. First, we verified that the Green function of perfect planar LHM slab can be
obtained from the empty space Green function by the spatial coordinate transformation according
to concept about spatial transformation media. Nevertheless, this concept demands in our case
the definite positions of receive and source planes, for which the perfect LHM slab Green function
is presented by convergent integral. Second, we rewrote the derived integral equation for the
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inhomogeneous LHM slab Green function in terms of homogeneous LHM slab Green function and
volume scattering potential only. The iterative series solution with respect to volume potential
to this rewritten integral equation is directly interpreted as wave radiation multiple scattering by
inhomogeneities inside LHM slab. We applied the first iteration to study a spatial singularity of
the Green function of LHM slab with a linelike scatterer inside slab and showed that singularity
can be multiplicative, provided the source and receive planes are focused on the linelike scatterer
position, with small defocusing.

This work is supported by the grant from Russian Foundations for basic Research number 06-
02-17451; by the Russian Academy of Sciences projects “Passive multichannel radio-and acousto-
thermotomography of a human body in the near zone”, “Creation and properties’ investigation of
new types of photonic crystals based on semiconductor and magnetic materials for the development
of optoelectronic elements of infocommunication nets”.
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Abstract— We calculate the magnetoplasmon dispersion equation for a square array of quan-
tum dots on a two-dimensional (2D) graphene layer described by the Dirac equation for low-lying
excitations. The confining potential is modeled by a linear function of distance from the center
of the quantum dot. We map the eigenstates of the Dirac equation for electrons in a magnetic
field in the presence of the model confining potential onto a 2D plane of electron-hole pairs in an
effective magnetic field without any confinement. The applied magnetic field and the confining
potential for quantum dots determine this effective magnetic field. The tight-binding model for
the array of quantum dots leads to a wavefunction which results in inter-dot mixing of the quan-
tum numbers associated with an isolated quantum dot. The excitation spectrum of the collective
modes preserves the periodicity of the lattice, even with the mixing of the quantum numbers. For
chosen slope of the confinement, magnetic field, wavevector and frequency, we plot the dispersion
equation as a function of the period d of the lattice. We obtain those values of d which yield
collective plasma excitations. For the allowed transitions between the valence and conduction
bands in our calculations, we obtain plasmons when d . 100Å.

1. INTRODUCTION

A two-dimensional (2D) honeycomb lattice of carbon atoms that form the basic planar structure
in graphite (graphene) has recently been produced [1, 2]. Unusual many-body effects in graphene
have been attributed to low-lying excitations in the vicinity of the Fermi level [3]. The influence
of an external magnetic field on the many-electron properties of graphene results in an unusual
quantum Hall effect. The integer quantum Hall effect (IQHE) was discovered in graphene in recent
experiments [4–6]. The quantum Hall ferromagnetism in graphene has been studied theoretically [7].
The spectrum of plasmon excitations in a single graphene layer immersed in a material with effective
dielectric constant εb in the absence of magnetic field (B = 0) was calculated in Ref. [8]. The
collective plasma excitations in layered graphene structures in high magnetic field were obtained
in Ref. [9, 10] where the instability of these modes was investigated. Recently, several works were
reported for quantum dots in graphene [11–13]. This is just one of the areas of research in the fast-
growing field of the electronic and optical properties of graphene [14]. The single-particle states
and collective modes in semiconductor quantum dots have long been a subject of interest to both
theoreticians and experimentalists [15–17]. The spectrum of collective excitations in a 2D array of
quantum dots in semiconductors has been calculated [18].

In this paper, we calculate the dispersion equation for magnetoplasmons in a square array of
quantum dots formed by a confining potential which is a linear function of distance from the center
of the quantum dot. A strong perpendicular magnetic field B is applied. The conditions of the
existence of the collective excitations will be investigated.

2. SINGLE-ELECTRON EIGENSTATES IN A LINEAR CONFINING POTENTIAL IN
GRAPHENE

We now consider an electron in a graphene layer in the presence of a perpendicular magnetic field
B and a confining potential defined as U(r′) = λ0|r′|, where λ0 > 0 is the slope of the potential.
The effective-mass Hamiltonian of an electron in the absence of scatterers in one valley in graphene
located in the xy-plane is given by [19, 20]

Ĥ(0) = vF

(
0 π̂x − iπ̂y

π̂x + iπ̂y 0

)
+ λ0|r′|. (1)

Here, we neglect the Zeeman splitting and assume energy degeneracy with respect to the two valleys
(two pseudospins in graphene). Also, in our notation, π̂ = −i~∇ + eA, A is the vector potential
of an electron, vF =

√
3at/(2~) is the Fermi velocity of electrons with a = 2.566Å denoting the

lattice constant and t ≈ 2.71 eV is the overlap integral between nearest-neighbor carbon atoms in
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graphene [21]. The eigenvalue problem of an electron in a linear confining potential can be mapped
onto one for a noninteracting electron-hole pair in an effective magnetic field B̃eff under conditions
we introduce below.

The eigenfunction ψτ for the Hamiltonian in Eq. (1) for an electron-hole pair in an effective
magnetic field B̃eff , is also the eigenfunction of the magnetic momentum P̂ has the form [22–25]
and is given by

ψP(R, r) = exp
[

i

~
R ·

(
P + e[B̃× r]

)]
Φ̃(r− ρ0), (2)

where R = (re + rh)/2, r = re − rh and ρ0 = [B̃ × P]/(eB̃2
eff). The cylindrical gauge for vector

potential is used with Ae(h) = 1/2[B̃× re(h)]. The wavefunction of the relative coordinate Φ̃(r) can
be expressed in terms of the 2D harmonic oscillator eigenfunctions Φn1,n2(r). For an electron in
Landau level n+ and a hole in level n−, the four-component wavefunctions for the relative motion
are [26]

Φ̃n+, n−(r) =
(√

2
)δn+, 0+δn−, 0−2




s+s−Φ|n+|−1, |n−|−1(r)
s+Φ|n+|−1, |n−|(r)
s−Φ|n+|, |n−|−1(r)

Φ|n+|, |n−|(r)


 , (3)

where s± = sgn(n±). The corresponding energy of the electron-hole pair En+, n− of the Hamiltonian
in Eq. (1)) is given by [26]

En+, n− =
√

2
(
~vF

r̃B

)[
sgn(n+)

√
|n+| − sgn(n−)

√
|n−|

]
, (4)

where r∗B =
√
~/(eB̃eff) is an effective magnetic length. The 2D harmonic oscillator wavefunctions

Φn1, n2(r) are given by [26]

Φn1, n2(r) = (2π)−1/22−|m|/2 ñ!√
n1!n2!

1
r∗B

sgn(m)m r|m|

r
|m|
B∗

exp
[
−imφ− r2

4r∗2B

]
L
|m|
ñ

(
r2

2r∗2B

)
, (5)

where L
|m|
ñ (x) is a Laguerre polynomial, m = n1 − n2, ñ = min(n1, n2) and sgn(m)m → 1 for

m = 0. The electron-hole eigenfunction given by Eqs. (2), (3), (5) along with the energy eigenvalue
in Eq. (4) are the same as the eigenfunction and the eigenvalue of the Hamiltonian in Eq. (1) for an
electron in a quantum dot in external magnetic field. The magnetic momentum P = −e[B̃eff × r]
must be the same for the electron and the electron-hole pair at fixed relative coordinate r. The
effective magnetic field B̃eff depends on the slope λ0 of the confining potential as well as the external
magnetic field B and is given by

B̃eff =
(

B2 +
4λ2

0

e2v2
F

)1/2

. (6)

In the case when there is no electron confinement, i.e., λ0 = 0, the effective magnetic field is
the same as the applied magnetic field and B̃eff = B. If there is no external magnetic field, i.e.,
B = 0, then there is still an effective magnetic field due to the electron confinement and is given
by B̃eff = 2λ0/(evF ). The coordinate of the electron-hole relative motion r = |re− rh| is related to
the distance r′ of an electron from the center of the confining potential by r = r′/2.

It should be emphasized that the electrostatic potential for a graphene quantum dot was chosen
to have a linear dependence on the coordinate variable |r′|. This was done because the eigenvalue
problem of the Hamiltonian in Eq. (1) described by the Dirac-like equation with a linear potential
can be reduced to the Klein-Gordon-type equation with a parabolic potential U(r′) = λ2

0r
′ 2. This

Klein-Gordon-type equation can then be mapped onto the electron-hole problem in an effective
magnetic field B̃eff defined in Eq. (6) under the conditions presented above.
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3. MAGNETOPLASMONS FOR AN ARRAY OF QUANTUM-DOTS ON GRAPHENE

We now turn our attention to an infinite periodic 2D array of quantum-dots in a graphene plane,
shown schematically in Fig. 1. The quantum dots are dformed by a periodic linear confining
potential defined by U(r′) =

∑
j λ0|r′ − rj |, where rj is the position vector of a quantum dot. We

consider this array with the period d in a perpendicular magnetic field B as shown schematically
in Fig. 1. For this system, we apply the tight-binding approximation [27, 28]

|k, α〉 =
∑
rj

eik·rjψα(r′ − rj) exp
(
− ie

~
A · rj

)
, (7)

where k is an in-plane wave vector, ψα is the electron eigenfunction in one quantum dot (which
can be represented by the wavefunction of an electron-hole pair in an effective magnetic field as
ψα = Φ̃n+, n−(r/2), where Φ̃n+, n−(r/2) is given by Eq. (3). The index α = {n+, n−} is a composite
quantum number with n+ and n− labeling the electron and hole energy levels, respectively. Also,
A = [B× r]/2 is the vector potential for the externally applied magnetic field B expressed in the
cylindrical gauge.

Figure 1: A periodic 2D array of quantum-dots in a graphene plane formed by a linear confinement with a
spacing d in a perpendicular magnetic field B.

Following the procedure adopted in Ref. [18], we introduce the quantity Παβ(ω) defined by

Παβ(ω) =
(

gsgv

2πr∗ 2
B

)
f0(Eα)− f0(Eβ)

~ω + Eα − Eβ + i0+
, (8)

where gs = 2 and gv = 2 are the spin and valley degeneracies in graphene, ω denotes frequency,
α = (n+, n−), β = (n′+, n′−), Eα(β) are the electron-hole pair eigenenergies given by Eq. (4) for
the Landau levels in an effective magnetic field defined in Eq. (6). Also, f0(E) is the occupation
function of the two-particle state. At high temperatures or weak magnetic field, when the separation
between Landau levels is small so that kBT À ~vF /r∗B, the occupation of the Landau levels is given
by the Fermi-Dirac distribution function f0(Eα) = (exp [Eα/(kBT )] + 1)−1.

We now introduce the overlap integral Fαβ(q) involving the eigenstates with labels α = {n+, n−}
and β = {n′+, n′−} through the equation [18]

Fαβ(q)=
∫

d2r eiq·rψ∗α(r)ψβ(r) = s+s′+s−s′− F
(0)
|n+|−1,|n−|−1,|n′+|−1,|n′−|−1(q)

+s+s′+F
(0)
|n+|−1,|n−|,|n′+|−1,|n′−|(q) + s−s′−F

(0)
|n+|,|n−|−1,|n′+|,|n′−|−1(q)+F

(0)
|n+|,|n−|,|n′+|,|n′−|(q), (9)

where

F
(0)
n1, n2, n′1, n

′
2
(q) =

∫
d2r eiq·rΦ∗n′1, n′2(r)Φn1, n2(r) (10)

and Φn1, n2(r) is given by Eq. (5). The angular integral in Eq. (10) can be carried out using the
result ∫ 2π

0
dθ eiβ cos(θ)−imθ = 2π(−i)mJm(−β)

with m an integer. If m is even, Jm(−β) = Jm(β).
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We employ the procedure introduced in Ref. [18] for determining the dispersion relation ω = ω(q)
for the magnetoplasmon excitation frequencies. This can be calculated from the condition of the
vanishing of the determinant of the matrix with elements Cij(q, ω). In this notation, the subscript
i denotes the pair of quantum numbers α and β for two different composite electron-hole pairs.
Also, j denotes the quantum numbers α′ and β′ for two other composite electron-hole pairs. The
matrix elements Cij are defined as

Cij(q, ω) = δij −Πi(ω)
∑

G

2πe2

εs|q + G|Fi(q + G)F ∗
j (q + G). (11)

In this notation, εs = 4πε0εb, where εb is the average dielectric constant of the medium where the
layer of graphene is embedded. We also introduced G = 2π/d (nx, ny) which is a reciprocal lattice
vector of the square array of quantum dots with period d and nx, ny = 0,±1,±2, · · · .
4. NUMERICAL RESULTS AND DISCUSSION

In solving the dispersion equation for plasmon excitations, we chose the slope of the confining
potential, magnetic field, wavevector, frequency, temperature and background dielectric constant.
We then varied the period d and calculated the determinant det[Cij(q, ω)] obtained from Eq. (11)).
The zeros of the determinant correspond to the collective magnetoplasmon excitations. As is shown
in Fig. 2, allowed plasmon resonances appear in the system at specific values of the dot spacing d
corresponding to the condition det[Cij(q, ω)] = 0. The results of these calculations were obtained
by taking into account only transitions between the Landau levels n = −1, 0, 1. The nterdot
separations where the plasmons can be excited are given by d . 100Å). The excitation spectrum of
the collective modes preserves the periodicity of the lattice, even with the mixing of the quantum
numbers.
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Figure 2: det[Cij(q, ω)] as a function of an array spacing d calculated using Eq. (11). We chose the slope of
the confinement λ0 = 10−2eV/Å, magnetic field B = 1 T, εb = 2.5 and the temperature T = 0K. The values
of spacing d resulting in det[Cij(q, ω)] = 0 correspond to the existence of magnetoplasmon excitations at
chosen frequency and wavevector.

The methodological achievement of the approach presented in this paper is the mapping of
the single-electron eigenfunctions (Eq. (3)) and eigenenergies Eq.(4) in magnetic field in linear
confinement in graphene onto the eigenfunctions and eigenenergies of a new set of quasiparticles:
quasielectrons and quasiholes without confinement in ab effective magnetic field depending on the
slope of the confinement (see Eq. (6)).
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Abstract— A combined method of time-dependent density functional theory with sum over
states formula has been employed to model two-photon absorption spectra of cis- and trans-
2[60]-pentacene adducts. The calculated results show that the cis configuration adduct of 2[60]-
pentacene exists at lower energy of two-photon absorption peak and has a smaller two-photon
absorption cross section. The two-photon absorption peaks of 2[60]-pentacene adducts originate
from the charge transfers from condensed aromatics to fullerene cages.

1. INTRODUCTION

Utilizing electron accepter C60 linking to monodisperse π-conjugated oligomer which is taken as
photoexcited state electron donors, offers substantially stabilized charge separate states in C60-
based materials and artificial electron transfer systems. These systems have been a subject of
great interest due to they are promising candidates for the potential applications, such as artifi-
cial photosynthesis, novel molecular electronic and photovoltaic devices, as well as supramolecular
chemistry [1–7]. The bisfullerene derivatives form nanostructures, with a wide range of sizes and
shapes varying from elongated wires to entangled spheres. The close network of fullerene moieties
in the bisfullerene derivatives facilitates the hopping of electron from the parent fullerene to the
adjacent molecule, thus increasing the spatial distance between the charge-separated pairs. The
cycloadducts of two C60 (2[60]) with pentacene and with diphenylpentacene have been obtained,
and their structures, cycloadduct mechanics and electrochemical properties have been discussed
by Miller’s and Komatsu’s group, respectively [8–10]. The trans-arrangement of 2[60]-pentacene
and cis-arrangement of 2[60]-diphenylpentacene adducts are compared in stabilization configura-
tion [8, 10], respectively. However, their nonlinear optical properties have not reported up today. In
this work, we will model the two-photon absorption (TPA) spectra and understand the origination
of two-photon absorption for adducts of 2[60] with condensed aromatics.

2. MODLING PROCESS AND METHOD

The molecular two-photon absorption cross section δ(ω) can be characterized by the imaginary
part of the molecular third-order nonlinear polarizability, defined at the absorption frequency of
ω, Imγ(−ω; ω, ω, −ω), through the relationship of δ(ω) = 32π4~/(nλ)2F 4Imγ(−ω; ω, ω, −ω) and
an average TPA cross section of <δ(ω)>= 32π4~/(nλ)2F 4 <Imγ(−ω; ω, ω, −ω)>, in which the
third-order polizability γ at degenerate four-wave mixing process can be calculated by sum over
states (SOS) method [11, 12]. Here ~ is Planck’s constant divided by 2π, n denotes the refractive
index of the medium (vacuum assumed in this study), F corresponds to the local-field factor (equal
to 1 for vacuum), and c is the speed of light and λ is an incident light wavelength. The transition
energies, electronic dipole moments and transition moments that are taken as inputs in the SOS
calculations are computed by the TDB3LYP method and running in Gaussian 03 code. The input
geometries of cis- and trans-configurations of adducts of 2[60] with pentacene were optimized at
the B3LYP/6-31G* level using the DFT method before doing the calculations of TPA properties.

3. RESULTS AND DISCUSSIONS

Figure 1 shows the plots of average frequency-dependent TPA cross sections <δ(ω)> of the cis
and trans 2[60]-pentacene adducts. It is found that the maximum <δ(ω)> are 0.28 and 0.53GM
within the studied wavelength ranges, and the location wavelengths of maximum <δ(ω)> are
853 and 836 nm for cis and trans 2[60]-pentacene adducts, respectively. The TPA cross section
is smaller and the TPA peak is red-shift for the cis 2[60]-pentacene adduct as compared with
those for the trans 2[60]-pentacene adduct. The electronic origination of TPA is understood from
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state-dependent second hyperpolarizability contributing to the TPA cross section <δ(ω)> at a
given wavelength. As mentioned above, the δ(ω) value only depends on the imaginary part of the
second hyperpolarizability, Imγ(−ω; ω, ω, −ω), while the input frequency is given at the vacuum
medium. Accordingly, the two-photon states contributing to Imγ(−ω; ω, ω, −ω) also contribute
to δ(ω) value. From the simulation of average Imγ(−ω; ω, ω, −ω) value vs two-photon state at
the characteristic wavelength (resonant wavelength), we can find that only one (state S48) and two
two-photon resonant states (state S49 and state S50) makes the greatest contribution to Imγ(−ω;
ω, ω, −ω), i.e., to the <δ(ω)> values at a given wavelength for the cis and trans 2[60]-pentacene,
respectively. An analysis in term of calculated results by the configuration interactions, we find
some occupied and empty molecular orbitals involving charge transfer processes. Figures 2 and 3
show the orbitals mostly contributing to S48 of the cis 2[60]-pentancene and to S49 of the trans 2[60]-
pentacene adducts, respectively. It is found that the charge transfers from the linker pentacene to
the two cage C60 make great contribution to <δ(ω)> at the resonant wavelength of 853 and 836 nm
for the cis and trans 2[60]-pentacene adducts, respectively.

Figure 1: Frequency-dependent two-photon absorption cross section.

Figure 2: Cis 2[60]-pentacene adduct, molecular or-
bitals involving charge transfer processes.

Figure 3: Trans 2[60]-pentacene adduct, molecular
orbitals involving charge transfer processes.

4. CONCLUSION

In summary, we have developed a combined method of time-dependent DFT theory with sum over
states formula to model nonlinear absorption. The red shift of two-photon absorption peak and
reduce of the nonlinear optical absorption for the cis 2[60]-pentacene adduct relative to those of the
trans 2[60]-pentacene adduct. The electronic origination of two-photon absorption has been inden-
tified from the excited-state charge transfers from the pentacene to C60 cages for 2[60]-pentacene
adducts.
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Abstract— Parametrically amplifying fast-wave travelng antennas (PATA) utilizing an induced
fast surface wave by an external sky wave have been established theoretically and experimentally
as a novel travelling wave antenna with a high gain and directivity as a modern version of the
historical sloe-wave Beverage antenna. The principle of this antenna is to make strong resonance
or coupling between the induced surface line-wave with the front velocity of the incident sky
wave by coinciding the phase velocity of the induced surface wave with the front velocity of the
incident sky wave. The function is something similar to traveling-wave amplification and negative
resistivity of Esaki diodes. For the Beverage antenna, on the other hand, the coupling between
the induced wire wave or wire-array current with ground return is so weak as a coupling distance
becomes a half-wavelength or so, since the phase difference between the induced and the sky wave
becomes appreciable. In this way, similarities and differences of both antennas are elucidated in
detail.

1. INTRODUCTION

Parametrically amplifying travelling-wave antennas (PATA) [1, 2] invented by one of the present
authors are somewhat analogous to travelling-wave tubes [3] and Esaki diodes [4] in function
and characteristics, though there are essential differences. PATA correspond to amplification of
travelling-wave tubes and the incident waves along the line play a role of electron beams. There
are, however, essential differences between them. The role of electron beams in travelling-wave
tubes is an amplification only when an external microwave is passing through a helical circuit. In
contrast, there are twofold roles of an incident wave in PATA. One is to induce a current wave
along the line. The other is to amplify its induced current wave at the same time. Further, there is
a difference that the coupling of electron beams to a helical circuit is capacitive for travelling-wave
tubes but the coupling of incident waves to the line is inductive for PATA. While PATA is expressed
by an equivalent active distributed parameter line whose shunt conductance G is negative in the
transition region, the resistance in an equivalent lumped circuit of Esaki diodes is also negative. In
this respect, there is some correspondence or analogy between them, though those negative effects
are different. The negative shunt conductance of PATA leads to new results that the attenuation
constant of the induced wave decreases with increasing frequency and the wave-mode becomes a
fast wave, while the negative resistance of Esaki diodes causes current decrease with voltage in-
crease as a result of quantum-meechanical tunnel effects. Progress in gain performance of PATA
is presented at a range of frequencies 2∼5 GHz where its eigen surface wave becomes a fast eave,
being amplified by the sky (space) wave due to a strong coupling, and its guide wavelength reaches
as long as 2∼4λ (λ: wavelength in free space), thus increasing the amplification ratio as high as
0.26∼0.4 dB/cm.

2. CHARACTERISTICS OF THE WAVE OR BEVERAGE ANTENNA

Structure of the wave antenna used by Beverage for long wave communications below 100KHz in
frequency or beyond 3 km in wavelength is a wire or parallel wires above ground as schematically
shown in Fig. 1, where 9 is a conducting wire of the order of one wavelength long and several to
ten meters high, and is installed within the plane of wave incidence, 10 is the earth return, 3 is the
input end on the transmitter side, 4 is the receiver end, and 5 is a receiving set. When the signal
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Figure 1: Experimental setup of PATA.

wave reaches the antenna, zn electromotive force is induced in the horizontal wire. A small current
thus induced in each element of the wire starts to flow toward the receiver end, where the total
current cumulated by successive additions is led to the receiver 5. Thus, the wave antenna utilizes
the fact that the amplitude of the induced current becomes maximum at a point on the wire 9. The
first wave reception by the wave antenna was performed by Beverage in 1923 at long island in the
suburb of New York for a transmitting wave from England1. In contrast to most of antennas in use
that are metallic, the Beverage antenna is using the earth as return that is a poor conductor and
hence has been regarded as a heterogeneous antenna in mechanism of transmittance and reception.
Although the Beverage antenna was used specifically as a transmitter for one way communication
to submarines as developed by the US Navy in context of the so-called Project SUNGUINE, this
antenna has been used usually as a receiving antenna. Its receiving mechanism is such that the
incident sky wave induces the eigen-mode of an earth-return circuit on its arrival. Then the line
current induced along each wire element is being piled up and is increasing the amplitude of the
total current, thus obtaining the gain at the receiving end. As seen in Beverage paper (Fig. 2 in
p.259 in Ref. [1]), however, the interference effects due to the difference between the phase velocity
of induced wave less than the velocity of light (slow wave) and the front velocity of the incident wave

Figure 2: Sample data of the standing wave induced along the line (blue), showing a decrease of the guide
wavelength ( ) in comparison with the space wave in free space (purple). The centre of almi-pipe is 27 mm
high above the base plate. F = 3 GHz.

(fast wave ≥ velocity of light) tend to develop at a certain distance of nearly half-one wavelength,
though the induced current on the wire builds up at first (refer to Appendix 1).
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Soon later, electromagnetic theory of wave propagation along a wire above ground was treated
by Carson2 and Pollaczek3 independently in 1926 and can apply to the Beverage antenna at low
frequencies.
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Figure 3: Another sample data of the standing wave induced along the line (blue), showing a decrease of
the guide wavelength ( ) in comparison with the space wave in free space (purple). The centre of almi-pipe
is 27 mm high above the base plate. F = 3 GHz.

3. HISTORY OF STUDIES OF WAVE PROPAGATION ALONG WIRE ABOVE
GROUND AT HIGH FREQUENCIES

The breakthrough of the problem of wave propagation along a wire above ground at high frequen-
cies opened up in 1956 with an preliminary experiment over a frequency range of 1 to 20 MHz.
Attenuation constant turned to decrease around 10MHz from a monotonous increase with increas-
ing frequency for a wire 7.5 m high with a radius of 2.5mm. According to Carson-Pollaczek’s
theory, attenuation should increase endlessly with increasing frequency. It was indicated that this
is because Carson-Pollaczek’s theory does not take into account the displacement current within
the earth and air and the effect of field concentration around the wire with increasing frequency.
In fact, the displacement current in the earth becomes comparable to the conduction current in
the earth around the 10 MHz. In addition, the effect of field concentration forces the electric lines
of force to go back to the wire at high frequencies. An extended theory to take these effects into
account has a new mathematical technique4∼7. The solutions were also represented in terms of an
equivalent been developed by solving Maxwell’s equations as a combined eigen- and boundary-value
problem with the aid of distributed parameter line. The numerical results of frequency character
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Figure 4: H = 27 mm, f = 3 GHz, amplification rises up to 0.4 db/cm as approaches the end. In general,
wave fields are composed of space waves and surface waves induced. As is shown in Fig. 6, most of wave
fields are the incident space waves near the input end. But become the induced surface waves as approaching
the output end, being amplified by the space waves, increasing its amplification ratio as high as 0.4 dB/cm.
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4. EXPERIMENTAL SETUP

Whole setup of PATA is composed of a bare copper (or aluminum) wire (tube) or its array (1 m
long with (outer) diameter 2.75 cm) connected with a guide-horn above a lossy dielectric (foam
polyethylene) base-plate and wire or tube centre is 2.7∼8 cm high) above the base-plate whose
bottom side is grounded as seen in Fig. 1.

5. EXPERIMENTAL RESULTS

5.1. Phase Characteristics Showing a Fast Wave Induced (g = guide wavelength > 2∼4)
5.2. Amplification Characteristics (0.4∼5GHz)
6. CONCLUSION

Parametrically amplifying fast-wave travelng antennas (PATA) utilizing an induced fast surface
wave by an external sky wave have been established theoretically and experimentally as a novel
travelling wave antenna with a high gain and directivity as a modern version of the historical
sloe-wave Beverage antenna.
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Abstract— The paper presents results of the analysis of the vibrational generator. The paper
deals with the design of a vibrational generator that is used as a power supply for independent
electric circuits. The vibrational generator can be used in the various areas, e.g., traffic, electron-
ics, special-purpose machines, and robotics. The proposed design employs magnetic damping
of the core movement. It was numerically evaluated and it was shown that it was possible to
obtain significantly larger output voltage and output power than in experimental settings used
previously [1].

1. INTRODUCTION

The development of any new device always lays strong requirements on its reliability. The ar-
eas where reliability demands are of particular importance are transport, robotic and automotive
applications.

One of the ways to increase the sensor reliability is their supplying from autonomous power
sources. Sensors used in industry and automotive systems can be placed at critical points, without
supply and data transmission systems. These sensors monitor important quantities during the
system operation. In the course of the revision, the operator just scans the device under test, and
by using wireless transmission the needed data are retrieved from all sensors. These data can be
then compared with those from a previous system operation and all other data available.

This paper presents the results of a vibrational mini-generator (MG) analysis. The MG is
intended to provide power for the above sensors. The principle of its operation is based on the uti-
lization of changes of the external mechanical forces, which can be described by Faraday’s law [1, 2].
The required output parameters are: output voltage between 3–5V in the ideal case, output power
200–1000µW. The value of output power depends on the type of the sensor used.

Figure 1: The basic arrangement of the investigated
device.
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Figure 2: The principle of a vibrational minigenera-
tor.

The basic arrangement of the vibrational generator is in Fig. 1. The MG body is tightly con-
nected with the source of vibration — the fuselage, and thanks to the oscillation of the whole
system the MG core starts moving with respect to the fuselage. The mechanical part of the MG is
designed such that the MG core driven by external vibrations performs non-damped oscillations.
The design of the MG allows oscillations of the MG core within quite a wide spectrum of external
oscillation frequencies. The operation of the MG is based on Faraday’s law as follows from Fig. 2.
The core containing ferromagnetic parts and permanent magnets (with high density of the stored
energy, e.g., FeNdB, SmCo) that moves with respect to the winding connected to the shell induces
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in it a voltage and the external current connected to it starts carrying a current. Both the induced
voltage and current in the external circuit are generally complex functions of time. Typical oscilla-
tion frequencies of the vibration source that were measured at two places of one investigated device
(aircraft) are, for an illustration, shown in Fig. 3. The graphs express the square of amplitude
of the movable parts on external oscillation frequencies (the amplitudes are, moreover, related to
quantity g = 9.81m/s2).
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Figure 3: Squared relative amplitudes of vibrations versus external frequency of oscillations (measured at
two different places of an aircraft).

2. MATHEMATICAL MODEL

The mathematical model of the problem consists of a partial differential equation describing the
distribution of electromagnetic field in the device and two ordinary nonlinear differential equations
describing the behavior of external electric circuit and mechanical movement the movable parts of
the generator. The electromagnetic and mechanical phenomena strongly influence one another. The
generator (Fig. 4(a)) whose volume is denoted by letter Ω contains several important subdomains
(Fig. 4(b)) of different physical parameters. These subdomains are denoted as ΩFe — ferromagnetic
parts of the magnetic circuit, Ωp — permanent magnets, Ωw — windings. Other subdomains are,
for example, spring, shell and air. The electromagnetic part of this coupled model may be described
by the reduced Maxwell equations:

curlH = J in Ω, divB = 0 in Ω, curlE = −dB

dt
in Ωw (1)

where H is the magnetic field strength vector, B the magnetic flux density vector and J the current
density vector, material relations are represented by relations

divJ = 0 in Ωw, B = µ0µrH in ΩFe, B = µ0µrH + µ0M in Ωp, J = γE in Ωγ (2)

where E is the electric field strength vector, where µ0 is the permeability of vacuum, µr the relative
permeability, M the remnant intrinsic magnetisation vector of permanent magnet, γ the specific
electric conductivity and Ωγ any from the above subregions with nonzero electrical conductivity.
After introducing magnetic vector potential by equations

curlA = B, divA = 0, E = −gradϕ− dA

dt
, (3)

Eddy currents in the electrically conductive parts (that are not connected to external sources) of
density Jt generally consist of two components: current density due to temporal (Jeddy) and spatial
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(Jm) changes of magnetic field. Similarly, the voltage induced at the terminals of the winding
consists also of two components due to temporal and spatial variation of magnetic field. The total
current passing through the external circuit is then given from solution of the corresponding circuit
equation whose form depends on the character of the load (consisting mostly of a resistance and
inductance). The electromagnetic model together with the circuit equation has to be supplemented
with another nonlinear ordinary differential equation for the mechanical circuit. Considering that
the movement is realized in the direction of axis z, this equation may be written in form
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Figure 4: (a) Overall view of the device, (b) Particular subregions in the device.

mz̈ + lcż + kz =
∑

F (4)

where m denotes the total mass of the moving elements, lc the coefficient of damping, k the constant
of the spring and

∑
F the total external force acting on the movable parts that consists of their

weight and forces of magnetic origin. After applying of the Galerkin method the continuous model
is transformed to a finite-element model. The equation has been solved using ANSYS supplemented
with a number of own scripts and macros.

3. MODEL OF MINI-GENERATOR IN ANSYS PROGRAM

The geometrical model was created with standard tools in the ANSYS program [5] and with the
aid of automated mesh generator. The element applied is SOLID97. The ferromagnetic material
is non-linear with the B-H curve of steel given by the C̆SN 15670 standard. The properties of the
SmCo permanent magnet were taken over from the data sheet of the magnet manufacturer.

Figure 5: Evaluation of modules of magnetic field density B.
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4. RESULTS OF NUMERICAL ANALYSIS

The modules of vector functions of magnetic flux density B and field strength H are shown in
Fig. 5.

The model is fully 3D. No symmetries were used in the model. This is due to the convergence
evaluation and error estimation [6, 7].

5. EXPERIEMNTAL REALIZATION OF VIBRATIONAL GENERATOR

Several prototypes of mini-generators of different constructions were realized. Fig. 6 shows the
prototype of a minigenerator of output Pout = 10 ÷ 100mW. The prototypes were tested on a
vibrational bench during their development. The non-harmonic periodical voltage transients were
obtained by measurement for vibration displacement within the range ∆x ∈< 0.1, 0.4 >mm. The
vibration bench measurements were performed for various bench displacements (see Tab. 1). The
theoretical values of generator output parameters are listed in Tab. 1. This is necessary to verify
by experiment.

Table 1: Measured values of generator output voltage.

∆x (mm) Upp (V) f (Hz) Umax−p (V) a (ms−2)/g fcent (Hz)
0.4 26 27-38 46 0.586149 36-37
0.2 14 27-38 36 0.293074 38
0.1 8 27-38 18 0.146537 38
0.05 4 28-38 7 0.073269 31

fcent — peak of the resonant curve, g is Earth gravitational acceleration.

Figure 6: Functional sample of a generator version (10–100)mW.

6. CONCLUSION

The paper represents a part of an introductory study of the vibrational MG design. It is intended
as a preparation for a proposal of the 6th General European Project.

The paper presents results of the distribution of magnetic and electric field strengths and flux
densities. In order to get voltage of required time dependence it is possible to suitably modify the
shape of the winding (the details are discussed in [4]). The time domain simulations were performed
using the lumped equivalent circuit in the MATLAB program. This approach is not very accurate
in comparison with FEM capabilities. However, this approach is substantially faster. The results
of the analysis serve as a foundation for the design of the minigenerator.
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Abstract— The paper describes a test of an electric field on water molecules based on the
present knowledge of the problem as discussed by references [6–11]. The basic configuration of
the test was experimentally verified at the Institute of Scientific Instruments, Academy of Sciences
of the Czech Republic. We also prepared other tests using a different type of substance to find
the relation between the MRI and the macroscopic electric field intensity. As a matter of fact, it
respects the classical Electrodynamics and Material Wave Theory (MWT). The experiments are
intended for future applications in the field of health service.

1. INTRODUCTION

In recent years the research in this field has been focused on the search of different ways of treating
various types of diseases like tumors, viruses, and other micro- and nanoscopic problems [1, 2]. The
papers referred to in this study analyze the impact of an external electric field application on the
development and persistence of tumor diseases. For example, paper [3] analyzes — depending on
the effect of external influences, namely electromagnetic fields — the mechanisms of emergence of a
cell and its uncontrolled development phase. The research carried out by the laboratory specialists
of Norfolk University, USA [4, 5] features the analysis of the impact of impulse electromagnetic
fields on tissue structure changes, genetic code changes, and the types of controlled variation in
selected parts of an organism.

The basic experiments and studies of the impact of electric and electromagnetic fields on the
development of tumor diseases have been presented by prof. Kikuchi [6]. The previous published
studies [2], however, had not entirely respected the complex electro- magneto- hydro- dynamic
(EMHD) principles of approach. According to the data available, the phases of a tumor disease
development are classified into four stages as related to the status of a cell. The first two of these
stages are reversible; within the remaining ones, however, distinctive changes in the cell metabolism
are recorded and, given the standardly weak EMHD effects in the latter two stages, the principles of
cell change become irreversible. The research conducted by Norfolk University is markedly oriented
toward analyzing the latter two stages in the development of a cell within a tumor formation. In
comparison with this research orientation, we have focused our research distinctly on the former
two development stages.

The elementary approach to the problem consists in finding a suitable numerical model to
analyze the impact of an electromagnetic field on the basic chemical structure elements. Within
the process of numerical analysis, we perform the testing of the impact of an electric field on a small
volume of purified homogeneous H2O water. In this respect, the interdependence is sought between
the impacts of size, direction, and instantaneous course of the electric field intensity on the molecular
properties of the material (water). Further, experiments are performed using the Nuclear Magnetic
Resonance (NMR) and the Magnetic Resonance Imaging (MRI), and the shift and variation of
the spectral line of the examined sample are monitored. In the process of the verification of
laws resulting from the MWT and the available plus verifiable theories [7–13], the procedure of
an electric field impact analysis will be directed toward more complex organic structures. The
elementary findings of the sample status in the NMR testing are further completed with numerical
analysis [13].

2. MRI EXPERIMENTS

In order to set the NMR method, both the impacts thereof on the resulting image and the mate-
rial inhomogeneity impact on the processing of the NMR image were examined and numerically
modelled [15]. Further, to support the analysis of the impact of an electric field depending on the
instantaneous value and size of electric field E intensity on the samples that can be located close
to the operator, we developed special controlled voltage sources with output voltage regulation of
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Uout = 1–100 kV and current limitation (to the value of current manageable by a human organism)
within the range of Iout 0–1mA. Figs. 1 and 2 show the conception of the controlled, high-voltage
source. This problem is analyzed in greater detail by the [14] reference study.

A) B) C)the model the scheme the experimental measurement

Figure 1: A high voltage source compact conception.

 

A) B)

Figure 2: High voltage source component conception A), one module of the source.

This work deals with the design of an electronically controlled high-voltage power source used
for special purposes. The source will be used to set up the intensity of an electric field on predefined
shapes of material samples, from simple inorganic to complex organic materials. The design must
fulfill the condition of a constant setting of the source’s output current. The regulation ranges should
be: output voltage Uo = 1–100 kV, electric current Imax = 10µA–10mA, frequency f = 0–1 KHz.
The device must satisfy safety requirements specified by Czech standards (C̆N). Several designs
have been prepared on the basis of available materials, and one was selected and realized: a circuit
with an offline flyback regulator, regulated with pulse-width modulation frequency fm = 30 KHz.
The power source was realized and its specifications were experimentally verified. The electronic
control wiring diagram of the high-voltage source with current limitation is shown in Fig. 3. The
numerical analysis results were experimentally verified using the 200 MHz/75mm MR tomograph at
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the ISI, AS CR (Fig. 5). The tomograph elementary magnetic field B0 = 4, 7000T is generated by
a superconducting horizontal magnet produced by the Magnex Scientific company. The resonance
frequency for the cores 1H is 200 MHz. From the measurements performed using the MRI we
obtained the results of the electric field intensity E impact on the cores of the H2O sample; an
overview of these results is provided in Tab. 1. Further, experiments were carried out on the H2O
sample using a device with a system of electrodes. There was a distance of 20 mm between the
electrodes, which were fixed to a laboratory beaker containing the water sample. The fixation was
realized in such a manner as to eliminate the displacement current effects on all the surfaces and
dielectric volumes. Leakage current was secured, with the resulting assurance of operator safety.
Then, the first measurement without the electric field intensity E impact on the examined sample
showed the centre on the frequency of f0 = 184 Hz. After connecting voltage to the electrodes and
producing the electric field intensity of 50 kV/m–4050 kV/m, we managed repeatedly to measure
the resonance line shift of ∆f = 4 Hz. Thus, the influence was experimentally proved of the electric
field static intensity on the motion and behaviour of water molecule cores. According to the well-
known relation between the change of frequency and the change of magnetic induction [15], the
change of magnetic induction is

 

Figure 3: High voltage source diagram of electronic control.

∆B =
2π∆f

γ
=

2π∆f

2, 67 108
(1)

where f [Hz] is the frequency, γ[T−1 · s−1] is the gyromagnetic ratio of water, and ∆B[T ] is the
change of magnetic flux density module distribution in the sample. Then, the change of magnetic
induction corresponds with ∆B = 94.1 nT.
Figures 4 and 5 show the experimental MRI laboratory.

Table 1: The measured resonance frequency shifts.

Electric Field Intensity Ez [kV/m] Resonance frequency offset [Hz]
+4050 +4
+2025 +4

0 0
−2025 +3
−4050 +3
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Figure 4: Elementary configuration of the MR magnet for the 200MHz tomograph, ISI ASCR.

Figure 5: MR experimental workplace and equipment.
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∆

Figure 6: The measured spectral characteristics of the water sample, ∆f = 4 Hz (resonance frequency
without the electric field is f0 = 184 Hz).

3. CONCLUSION

The presented paper contains the results of experiments analyzing the impact of an electric (static)
field on the behaviour of elementary compounds cores. The study represents a step forward in
the analysis of the more complex chemical substances behaviour as related to the impact of an
electric field. The results of EMHD theories were taken into account in studying the task, and an
MWT-based model was used for the numerical support thereof.
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11. Prosser V a kolektiv, “Experimentálńı metody biofyziky,” Academia, Praha, 1989.
12. Delong, A., “Verbal information,” Czech Academy of Science, ISI Brno, 7.2.2006 Brno, 2006.
13. Bartusek, K. and P. Fiala, “A simple numerical simulation of internal structure of particles

test,” PIERS Online, Vol. 2, No. 6, 653–656, 2006.
14. Fiala, J., “Special electronics controlled HV sources,” Diploma Thesis, 73, Brno: FEEC BUT

v Brno, Czech Republic, 2007.
15. Bartusek, K. and P. Fiala, “Experiments with the effect of non-homogenous parts into mate-

rials,” PIERS Proceedings, 1081–1084, Hangzhou, China, March 24–28, 2008.



822 PIERS Proceedings, Cambridge, USA, July 2–6, 2008

Numerical Modelling of the Special Light Source with Novel R-FEM
Method
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Abstract— This paper presents information about new directions in the modelling of lighting
systems, and an overview of methods for the modelling of lighting systems. The novel R-FEM
method is described, which is a combination of the Radiosity method and the Finite Elements
Method (FEM). The paper contains modelling results and their verification by experimental
measurements and by the Matlab simulation for this R-FEM method.

1. INTRODUCTION

The paper contains information about verification of the design of the special light sources by the
numerical simulation of the R-FEM method and verification by experimental measurements.

2. THE R-FEM METHOD

The R-FEM method is a new direction in the modelling of lighting systems. It utilizes the similarity
between physical models. This paragraph demonstrates the usage of analogy between different
physical models for the modelling of light problems. The R-FEM method is able to solve tasks that
fulfill the condition λS ¿ max(D) ∧ λS < 10 ·max(D), where λS is the source of light wavelength
and D is one of the geometrical dimensions of the modelling task. It can be used for to model more
complicated physical problems than the methods mentioned up to now. An example of a more
complicated physical problem, which we can solve by the R-FEM method, is the modelling of light
intensity distribution in interior or exterior spaces with non-homogeneous environment, where the
light has passed through some impure air (e.g., filled with smoke, fog, mist, vapour, dust, etc.).

3. THE DESIGN BY R-FEM METHOD

In technical praxis we often encounter conjugate problems. A necessary part of the design process
during the development and measurement of light sources is the modelling and experimental veri-
fication of results. The most accurate mathematical models of the sources of light include models
based on the radiation principle. One possibility is to use standard oneCpurpose programs while
another possibility offers the usage of sophisticated numerical methods, among them the finite
element method, for example the ANSYS program.

The ANSYS program uses standard program tools such as modelling, discretization into a net
of elements, solvers, evaluation, and interpretation of the results. The crux of the whole problem
lies in the transformation of thermal field quantities into optical quantities. This can be done using
the general rules described in [19]. In the following text the basics of modelling the primitive light
problem are described. The verification of the model of light source is done via experiment and
then it continues to the hollow light guide problems and it was also verified by experiment (for more
information, see references [17–19]). The geometrical situations that were modeled and verified is
shown in the Fig. 1.

4. BUILDING THE NUMERICAL MODEL

The formulation of the basic thermal model is based on the first law of thermodynamics

q + ρcν · divT − div(k gradT ) = ρc

(
∂T

∂t

)
(1)

where q is the specific heat, ρ is the specific weight, c is the specific solidification heat, T is the
temperature, t is the time, k is the coefficient of calorific conduction, ν is the the velocity of flow.
This model can, with respect to the application of Snell’s principles and according to the Stefan-
Boltzmann principles, heat transfer by way of radiation between surfaces with relative indexes i, j
is formulated as be simplified into the form

qri = σεiAi,jSi

(
T 4

i − T 4
j

)
(2)
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Figure 1: Geometrical configuration of the special light source.

where qri is the specific heat transferring from surface with index i, σ is the Stefan-Boltzmann
constant, εi is the emissivity of surface, Ai,j is the projection factor of surface with index i to
surface with index j, Si is the area of surface with index i, Ti, Tj are the temperature of surfaces
i, j. When the projection factor is determined, it is possible to use the Gallerkin principles for
converting this problem into model (1). Marginal and initial conditions must be respected.

[K]{T} = {Q} (3)

where K is the coefficients matrix, T is the columnar matrix of sought temperatures, Q is the
columnar matrix of heat sources. Thermal flow Tf is determined from temperature T as

Tf = −(k gradT ) (4)

By the radiation principle, the elements of column matrix of heat sources Q and adjusting for
mathematical model yields

Qi,j =

K︷ ︸︸ ︷
SiAi,jεiσ

(
T 2

i − T 2
j

)
(Ti + Tj) (Ti − Tj) (5)

The heating model will be used for the modelling of light problem using the Snell principles in
optics. Light source with lighting intensity E(lx) corresponds to equivalent heat quantity density
of heat flow q′′, light flow Φ(lm) corresponds to equivalent quantity of heat flow q′. The resulting
light flow is defined by equation (6).

Φe =
Tf,e

Sn,e
(6)

where Φe is the flow of light on the element, Tf,e is the equivalent of the thermal flow through
the element, Sn,e is the normal surface to the element (more can be found in [19]). The result of
modeling by the R-FEM method is shown in the Fig. 2.

5. VERIFICATION OF THE R-FEM

The results of the verification of the R-FEM via experiments is given in Fig. 3. There are differences
between the values obtained by modelling and experimental measurement, ranging from 5–15%,
depending on the distribution of the net of elements. When the elements of the net are of a lower
density, the differences are also lower. This problem requires the net of elements to be optimized.
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(a) (b)

Figure 2: (a) The result of the R-FEM method — thermal flux, module of vector, distribution on central
line, (b) The result of the R-FEM method — lighting intensity E(lx).

6. ADVANTAGES OF THE R-FEM

One of the biggest advantages of this method is the wide spectrum of its usage. We can design the
interior and also exterior scenes with its specifications in the materials quality, climatic dissimilari-
ties and geometrical dimension varieties. We can use all types of sources of light with their diversity
of the colour distribution in the light spectrum. The designers are not limited by the geometrical
dimension varieties, colour distribution in the light spectrum, material qualities or climatic dissim-
ilarities. The other advantage is that the method is very accurate. The degree of accuracy can be
chosen by choosing the method of generating nets of elements and the solution algorithm because
all this is provided by the ANSYS standard program tools.

7. THE FULL FEM WAVE SOLUTION

FEM is the short form for the Finite Elements Method modelling. The light problems that fulfill
the condition λS ¿ max(D)∧ λS < 10 ·max(D), where λS is the source of light wavelength and D
is one of the geometrical dimensions of the modelling assignment, will be solved by the FEM using

Figure 3: The results of the modeling by the Matlab — Lighting intensity E[lx].
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the full wave equation, which was used to define light emissions. This method of the solution yields
highly accurate results, but is demanding as regards geometrical declaration, and time-consuming
(for example, for incoherent sources of light the calculation is too long). The Full FEM wave
solution is suitable for a specific purpose.
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Figure 4: Results of the light intensity by the experiment with the luxmeter.

8. VERIFICATION THE R-FEM SIMULATION

The results of the verification of the R-FEM via two experiments are given in Figs. 3, 4 and
5. Experimental measurements were used as first verification. The comparison modeling and
experimental values is given in Fig. 6.

Figure 5: The shape of distribution of the light intensity by experiment with the LED.

9. CONCLUSION

This article describes novel numerical methods (R-FEM) of modelling lighting problems, which are
used in Computer Graphics and in Lighting Engineering. Main novel described method exploits
FEM ANSYS system for partial solution. Article also describes the R-FEM method, which has
been verified and found to be a great asset for the modern trends in modelling lighting problems.
It can solve specific light problems have been solved by using with the full geometry.
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Abstract— This contribution contain a presentation of a results of the numerical modeling
during design of measurement method for determine of thermal characteristic of specific resistance
of Cu bulk. Combine of numerical modeling and experimental verification brings very effective
procedure during suggestion and application in cryogenic region. Results of this work are used
in research activities of Czech Academy of Science, ISI-Brno.

1. INTRODUCTION

In the process of development and designing of cryotechnical devices, the problem of thermal
transmission from a metal wall to gas is studied. The transmission of heat from the material
surface is proportional to its thermal conductiviry. It is a well-known fact that thermal conductivity
value can be estimated on the basis of electric conductivity. Thermal conductivity measurement
in metals within the thermal range of LN2 (77 K) to 300 K is a very demanding process. For that
reason, it is rather more suitable to measure the electric conductivity of material that is designed
for thermal conduction and to empirically determine the thermal conductivity parameters. The
aim of the described process of measurement is to determine the resistivity of the material of a Cu
disc featuring a low ratio between the diameter/thickness and the resistivity thermal coefficient.
The described disc could not, however, be used to produce a suitable sample for measurement using
the four-point material resistance measurement. The elementary precondition for the application
of this measurement method is a material sample in the shape of a long thin cylinder or baulk. In
measuring the resistivity of thin layers, the currently used method is the one devised by der Pauw.
The necessary precondition of precise measurement is a homogeneous sample of the measured
material in the form of a thin sheet of any shape. All the four contacts are located in the corners
of the sample. From the values of resistance between all clamps and taking into account the final
size of the contacts, the material resistivity is calculated. It would be suitable to facilitate the
measurement using the classical 4-point resitance or conductivity measurement method. In respect
of the fact that we had at our disposal a cylinder of 325mm in diameter and 30 mm in thickness,
namely a cylinder that can not be further divided and used in making a test sample, the 4-point
modified resistance measurement method was applied.

2. METHOD DESCRIPTION

The described method of measuring a large Cu disc resistance is based on the idea that the potential
measured on two defined points on the surface of the disc in current passage through the disc is
proportional to the disc material resistivity. Voltage clamps are located symetrically around the
disc centre in the distance of ±1/2. The resistivity ρ is given by the relation

ρ(T ) = ks
Um(T )

I0
(1)

where Um is the voltage measured on the points ±l/2, [V], I0 is the excitation current, [A], ks is the
constant dependent on the geometrical configuration of the measured disc, [m]. The proportionality
constant ks is dependent on the current field distribution in the measured sample and on the
distribution of the scalar electric potential ϕ equipotentials. This distribution for the selected
configuration can be calculated using the finite element method.
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Figure 1: Principle of measurement method of Cuprum bulk conductance.

3. MATHEMATICAL MODEL

The description of the electrostatic model is based on the reduced Maxwell’s equations and on the
expression for the material relation between the functions

div J = 0, (2)
rotE = 0, (3)

J = γE, (4)
E = −gradϕ, (5)

where J is the current density vector, E is the electric field intensity vector, ϕ is the scalar electric
potential, γ is the measurable conductivity of the environment. The area Ω, where Equation (2)
will be applied, is divided into areas: with measurable conductivity γCu ΩCu, with measurable
conductivity γvz (air area) Ω0. For these, there holds Ω ≡ ΩCu ∪Ω0. The boundary conditions are
described by the relations

n× (−γigradϕi + γjgradϕj) = 0 na hranici Γ0,

n× (gradϕi + gradϕj) = 0 na hranici Γ0
(6)

where n is the normal vector to the area surface Ω, Γ0 is the surface of the area Ω0. By applying
the relations (2) to (5) we obtain the expression

− divγ gradϕ = 0. (7)

The discretization of the expression (7) can be realized using the approximation of the scalar
magnetic potential

ϕ =
Nφ∑

k=1

φk(t)Wk(x, y, z), ∀(x, y, z) ⊂ Ω, t ≥ 0 (8)

where φ is the node value of the scalar magnetic potential, W is the base function, Nφ is the number
of the discretization mesh nodes. By applying the approximation (8) in relation (7), by applying
the Galerkin method, and by respecting the boundary and initial conditions (5) and (6), we obtain
the semidiscrete solution

Nφ∑

j=1

φj

∫

Ω

γj gradWj · gradWidΩ = 0, i = 1, . . . , Nφ, (9)

The system of equations (9) can be written briefly using the expression

[Kij ] {φj} = 0, i, j = 1, . . . , Nϕ. (10)

The coefficient for the modified system of equations (10) to the system of equations (11) are written
as

ke =
∫

Ωe

γe
j gradWj · gradWidΩ, i, j = 1, . . . , Ne, (11)

where Ωe is the area of the selected type of the discretization mesh element, γe is the specific
conductivity of the selected element environment, Ne is the number of nodes of the discretization
mesh element. The system of equations (10) changes into

[Ke] {φ} = 0, e = 1, . . . , Ne. (12)

The system of equations (12) can be solved using standard algorithms.
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4. NUMERICAL MODEL

The geometrical model based on the Finite Element Method (FEM) in the ANSYS program was
made using standard algorithms generating the mesh of elements and nodes. The mathematical
model was applied with the help of the SOLID232, 233 elements. The basic characteristics of
the nodes are described by the number of nodes = 32527, the number of elements=19506, and the
degree of freedom = 32527. The geometrical model of the task is described in Fig. 2.

 

(a) (b)

Figure 2: (a) The geometrical model for the Cu block conductivity measurement; (b) The experiment.

5. NUMERICAL ANALYSIS RESULTS

The description of the evaluation of electric potential ϕ and current density J in the copper disc
area is shown in Figs. 3 and 4. Another objective of the task consisted in defining the distribution
of the electric scalar potential along the external transversal trajectory of the disc. On the basis
of this distribution (Fig. 5), the limit position of the contact points is determined; on these points,
electric potential will be scanned and voltage drop evaluated in order to facilitate the determination
of resistivity according the relation (1). The points were set to the distance of 100mm from the
center.

Figure 3: The distribution of current density J mod-
ule in the model of the Cu block conductivity mea-
surement.

Figure 4: The distribution of electric scalar potential
ϕ along potential ϕ.

6. EXPERIMENTAL RESULTS

The concrete form of the measured sample was a disc of 325 mm in diameter 30 mm in height.
The disc had been designed for the purposes of the production of thermal structures parts using a
cryostat. The measurement configuration is described in Fig. 6. The current of I0 = 100A from a
CRYOGENICS stabilized current source passes via parallel groove clamps through the entire volume
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Figure 5: The electric conductivity γ measurement
scheme.

Figure 6: The dependence of electric conductivity γ
on temperature: The measurement configuration.

of the measured sample. The clamps were constructed using a Cu wire (3 mm in diameter), and
they were located on the disc perimeter; the current from the clamps was conducted away through
an item of Cu sheet metal to the clamps of the supply cables. By this configuration, the contact
surface of current contact is defined as 84mm2 (2.8×30mm). Then, the disc is spanned — over an
insulation sheet — with a non-corrodible tightening belt, which, after being tightened, will produce
force F sufficient to press the supply parallel groove clamps. The results of the measurement of
thermal characteristics of the Cu disc resistivity applying the above-described method are shown
in Fig. 7. The dependence corresponds with the theory; the linear and thermal coefficient of the
measured material resistivity is α = 8.24× 10−5 Ωmm2·(m ◦K)−1. The resistivity of the measured
material is 0.01711 Ωmm2/m for 273◦K.
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Figure 7: The Cu resistivity dependence on temperature.

7. CONCLUSION

Using the modified four-point measurement method and the simulation of potential distribution
during the process of excitation by current, the resistivity and its thermal coefficient for the Cu
disc material was determined, namely within the range of 77 to 293 ◦K. Subsequently, the results
were applied in drafting the design of a cryostat with minimized evaporation of liquid gases.
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Abstract— The paper deals with the post-processing treatment of MR images in the exam-
ination of temporomandibular joints. Increasing the contrast that corresponds to the nucleus
relaxation time T2 in the MR image and enhancing the arthritic areas of the afflicted temporo-
mandibular joint were achieved by digital filtering using the wavelet transform and by processing
two MR images measured at different echo times. The enhanced area indicates arthritic changes
in the temporomandibular joint, which will be compared with conclusions from arthroscope ex-
amination.

1. INTRODUCTION

Magnetic resonance is one of the most important and advanced medical diagnostic techniques [1].
In images detected by the technique of magnetic resonance (MR images) it is possible to distinguish
the properties of individual human tissues and the distribution of proton nuclei, and to image the
difference in the relaxation properties of nuclei in the tissues being measured. These parameters
can be used to obtain a more accurate diagnosis of the disease. MR diagnostic results in medicine
are indisputable.

The number of temporomandibular joint examinations using the MR methods has recently been
increasing and the results obtained are compared with those provided by sonographic examination
and CT imaging.

The magnitude contrast in an MR image is given by many physical parameters of live tissues.
The most important parameters are the spin density of proton nuclei, relaxation times T1 and
T2, and the kinetics of molecules of water (such as flows, diffusion and perfusion) [2]. Contrast
in an MR image always depends on several parameters simultaneously. By choosing the type of
the measuring pulse sequence and by setting its parameters such as the spin echo time TE , the
experiment repetition time TR, the magnitude of flip angle, the nucleus inversion time TI , etc., the
contrast given by one of the above parameters can be increased and, simultaneously, the effect of
the other parameters reduced. In this way it is possible to increase the contrast and make visible
the pathological areas of the tissue being examined [3, 4]. The intensity of the signal acquired by
the MRI technique depends on echo time TE and on repetition time TR of successive scans. An
appropriate choice of TR and TE for suitable T1 and T2 weights is an important factor in determining
image contrast in medical imaging. Measuring by these pulse sequences results in images with
enhanced contrast of one relaxation time (either T1 or T2) and with undesirable contrast given by
the other relaxation time and by the spin density [5–7]. Pulse sequences of greater complexity
are proposed, which include a multi-step preparatory phase, employing gradients [8] or a special
detection technique [9] with the aim of suppressing this undesirable contrast.

The value T2 can be calculated from several (6–10) MR images scanned at different echo times
TE via linear or non-linear least-squares curve fitting in all image pixels [10]. This method requires
obtaining a great number of images scanned by means of classical or fast MR methods.

The amount of proton nuclei-the spin density-determines the basic contrast of MR images, and
changing this amount can be used to affect the contrast. The present paper describes a measuring
method suitable to distinguish between the effect of weighting the MR image by spin density and
by relaxation time T2 of sample nuclei. This method of image processing is based on measuring
the MR images by the spin echo technique for two time values (TE) and on the calculation of their
quotient. The result is an MR image weighted by relaxation time T2 with the effect of this spin
density suppressed. With increasing time TE the intensity of the signal being measured and the
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signal-to-noise ratio in the MR image will be decreasing. For this reason the MR images being
measured need to be digitally filtered, with optimally chosen parameters.

2. PROPOSED METHOD OF MEASURING AND PROCESSING

One of the current techniques of detecting MR images is the spin echo (SE) method [11]. The
obtained image of a chosen layer is weighted by spin density M0(x, y) and, simultaneously, by the
magnitude of relaxation constant T2. The effects of spin-lattice relaxation T1 and diffusion can be
considered negligible. The magnitude of an MR image can be expressed by the expression:

M(x, y) = M0(x, y) exp (−TE/T2) (1)

In the commonly conducted experiments for the determination of relaxation times T2 it is
necessary to measure a series of images with different echo times TE and to estimate the T2 value
at each point of the images via curve fitting according to relation (1). In this way the effect of
spin density in the chosen place can be limited. A simplified method consists in measuring one MR
image for a suitably chosen value TE with respect to the expected relaxation times T1 and T2 in
the tissues being measured [1 and 8]. In this case the image magnitude will not be weighted by
relaxation times several times shorter than the chosen time TE , and the contrast in the image will
correspond to relaxation times T2 > TE . For a more accurate determination of the spin relaxation
time in a chosen local place of the image it is of advantage to eliminate the effect of spin density.
We measure the MR images for two times TE . On the basis of definition (1) their magnitudes can
be expressed as follows:

M1(x, y) = M0(x, y) exp
(
−TE1

T2

)
M2(x, y) = M0(x, y) exp

(
−TE2

T2

)
(2)

Time TE1 should be as short as possible and it is limited by the measuring sequence and by the
magnitudes of the gradients used. Time TE2 is chosen according to the assumed relaxation times
in the sample measured (20 ms and 90 ms). The quotient of images M1(x, y) and M2(x, y) can be
used to eliminate the effect of spin density on the contrast of MR image:

M1(x, y)
M2(x, y)

= exp
[
−(TE1 − TE2)

T2

]
(3)

At each point of the image the relaxation times are then given by the relation:

T2 = − (TE1 − TE2)
{ln [M1(x, y)]− ln [M2(x, y)]} (4)

The processing of MR images in the above way is limited by the noise in the image because
noise is enhanced by this modification.

Various types of digital filtering can be used to reduce noise in an MR image. Based on earlier
experience, the wavelet transform was used. The result of filtering was assessed visually on a

Figure 1: MR image of temporomandibular joint; (a) non-filtered, (b) digitally filtered with wavelet function
coif 4.
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Figure 2: MR images of the head near the temporomandibular joint; (a) for TE = 20 ms, (b) for TE = 90 ms,
(c) resultant MR image weighted by relaxation time T2.

detail of MR image of the human brain near the temporomandibular joint. The following wavelet
functions were used: haar, db 6, bior 2.4, rbio 2.6 version 2, coif 4, sym 3, sym 4, and dmey. Judging
from the details of the filtered image we regard the coif 4 function as optimum. The resultant image
contains the greatest number of details with high contrast. This function was used to filter all MR
images. Fig. 1 gives a non-filtered and a filtered MR image (256×256 pixels) taken at an echo time
of 90 ms. The wavelet transform with the coif 4 wavelet function is efficient in suppressing noise in
the image, with minimum blur of the image.

3. EXPERIMENTAL WORK

Examination of temporomandibular joint was performed on a 1T Magnetom Impact Siemens MR
tomograph at the Faculty of Medicine of Masaryk University in Brno. Image processing by the
proposed method was performed in Matlab and Marevisi programs. In the group of patients under
examination the MR images of temporomandibular joint were measured at echo times of 20 ms and
90ms. The efficiency of the described method of data processing is shown on a selected MR image
of the temporomandibular joint of a female patient 34 years old.

Figs. 2(a) and (2b) give the MR images of the head in the area of temporomandibular joint (256×
256 pixels) taken at echo times of 20 and 90ms. Wavelet filtering of the two images markedly reduces

 

80 ms 97 ms 74 ms 54 ms 

Figure 3: Evaluation of the magnitude of relaxation times T2 in a detail near the temporomandibular joint.
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image noise. In the two images, the contrast is due to spin density and also to relaxation time
T2. Fig. 2(c)) gives the resultant image after processing the two images according to relation (4),
weighted by relaxation time T2.

It is evident from Fig. 2 that the resultant image has a low contrast because the relaxation
time values are close to each other. The difference between muscles, bones and brain tissues are
greater. The evaluation of relaxation times for the detail of temporomandibular joint is given in
Fig. 3. The temporomandibular joint has the relaxation constant T2 = 54ms and at their end
the relaxations are markedly longer, T2 = 97 ms. A longer relaxation time indicates more freely
bonded molecules of water in this place and this means that there have been arthritic changes in
the temporomandibular joint.

4. CONCLUSION

Using the above method to modify an MRI image weighted by relaxation time T2 yielded an
enhanced contrast resolution of the image. Suppressing the effect of spin density at each point of
the image resulted in increased image contrast weighted by relaxation time T2.

Experimental verification of the described method of data processing proves the suitability
of using the wavelet transform. Images weighted by relaxation time T2 make the freely bonded
molecules of water more pronounced and enable making visible the area with arthritic changes in
temporomandibular joints. The method can also be applied in other MR examinations.

The method described above can be applied to most MR imaging techniques as the effect of
spin density in images weighted by relaxation time T2 is always manifest. For tissues with a short
relaxation time T2 < T1 it is possible to obtain new information. An advantage of this method can
be seen in measuring two MR images. The knowledge of the exact values of relaxation times in
MR images can lead to some new information in medical diagnostics and examination.
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Abstract— This paper proposes a new software implementation for a new EM Analysis method
named MS-MGEC which stands for Multi Scale Method of Generalized Equivalent Circuit. With
this method, analyzing multi scale antennas with fractal [1–4] shapes — for example — is made
easy with interesting results. The Software is developed in the JavaTM platform aiming to become
a complete EM analysis platform.

1. INTRODUCTION

We are interested, in this paper, in a couple of fractal structures placed in an infinite waveguide
and excited with the fundamental mode. We will focus on the analysis of the diffraction of this
mode on the structures. We are interested, particularly, in Cantor Iris (1D) (Fig. 1) and Sierpinski
Gasket structures (2D) (Fig. 2).

Figure 1 : Cantor Iris (k=2). Figure 2 : Sierpinski Gasket (k=2). 

-3a/2 0 3a/2

(1) (2) 
Electric walls 

Magnetic or periodic 

boundaries

Electric

boundaries

-a/2 0 a/2

(1) (2) 
Electric walls 

Magnetic or periodic 

boundaries

Electric

boundaries

Modal source (excitation)

Fractal structures such as Fig. 1 may seem to be quite simple to study. Due to their self-
similarity characteristics, known methods, like MoM lack efficiency. Indeed, multi-scale structures
require adapting calculation precision to different elements of the simulated structure: Big elements
require less precision while small elements require more precision. Adaptative meshing too can not
bring a convincing solution, because it still needs lots of resources (both memory and execution
time). However — in this case — the structure is very regular (set of rectangular shapes).

Fractal structures are well adapted to recursive algorithms, and many works have been deployed
to enhance performance and resource usage in such algorithms [7].

The following paragraph will discuss a new method that is well adapted to the fractal geometry.
Then, we present a new software implementation for that method, and finally we will use the
software to analyze the structures of Fig. 1 and Fig. 2.

2. MULTI SCALE METHOD OF GENERALIZED EQUIVALENT CIRCUIT

The proposed method is an extension of the MGEC [5, 6] method (a MoM based method) in
which we introduce a new formulation using a Surface Impedance Operator (multi-port model) for
bypassing conventional ‘scalar’ surface impedance limitations.

Indeed, by applying the multi-port model in conjunction with the cut and plug approach to
study the structure at the kth stage, we do — first of all — cut and study the same structure at the
k− 1th stage (small guides) by calculating its input impedance (seen by n fundamental/excitation
modes). Then we re-plug an equivalent structure as a substitute for it (Fig. 3). Actually, that
equivalent structure is a multi port (Fig. 4) that corresponds to the former input impedance. We
shall mention that if we excite with a single mode (m = 1) we come back to the traditional Surface
Impedance Model [5] with a scalar value. It is important to mention also that the equivalent
structure for the initial fractal at kth stage is the structure at the first stage (generator element)
where metal will be replaced by surface impedance [8, 9].
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Small guide

Figure 3: Application of the ZSk
operator. Figure 4: Equivalent mul-

tiport.

So, using this method we will always study structures no more complex than the generator
element. The final iteration will be simply the study of the generator element itself (without
multiport).

Using the MGEC, we translate relations between Electric and Magnetic fields into equivalent
Circuit as shown in Fig. 5.
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Figure 5: Equivalent circuit for different stages.

Then, we deduce [Zin] matrix expression for each iteration (on kth stage) using Galerkin method.

[Zin] =
(
[B]t[A]−1[B]

)−1 (1)

where

[B] = [〈gp, Fn〉]0≤p≤NE∧0≤n<m (2)

[A] =
[
Ẑ

]
+

[
Ẑs

]
(3)

Ẑ =
∑

|Fn〉 zn 〈Fn| ⇒
[
Ẑ

]
=

∑
〈gpFn〉 zn 〈Fngq〉p,q (4)

Ẑs =
∑

|fn〉 zn 〈fn| ⇒
[
Ẑs

]
=

∑
〈gpfm〉 zs(m,n) 〈fngq〉p,q (5)

{gp} are the (current) test functions, {Fn} the big guide (k + 1th stage) base functions (modes)
and {fn} the small guide (kth stage) base functions.

We note that, this method makes possible to study one scale at a time so that difficult multi-scale
problems imposed by the fractal aspect of the structures are bypassed in a suitable manner.

3. NEW SOFTWARE IMPLEMENTATION

We have developed a multi-purpose EM simulation software (Fig. 6) that initially supports only the
MCEG method for simulating mainly planar structures. The software was designed for researchers
who know well MoM method by providing them all needed parameters to explore different types of
meshing and different types of test functions (according to the selected meshing of course). Then,
we have extended this software to include the MS-MGEC method and fractal structures.

In fact, the software is designed in such a way that new applications can be dealt with by simply
adding pertinent models and functions that may be used for analyzing a wide range of planar
structures. It is designed in a modular manner that enables its usage either as an extensible stand
alone Desktop GUI application or as an embedded library. Indeed, new structure types, new test
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Figure 6: Software screen samples (WYSIWYG editor, 2D/3D fields plotting, wizards. . .).

functions, and new meshing algorithms are highly customizable. And, because it is implemented in
the JavaTM language, it is easy to include a new implementation of any of the software components.
Further, it benefits the platform independence of such a language and runs indifferently on many
operating systems.

Actually, planar antennas radiation and wave-guided structure diffraction can be simulated by
the software to obtain Zin, S parameters, Surface Currents, Electric fields . . . In fact, the new
software (more than 800 classes) aims to become a complete simulation platform for EM analysis.

4. APPLICATION TO FRACTAL STRUCTURES

Using this software we define structures (Fig. 1) and (Fig. 2) as follows (Table 1):

Table 1: Fractal structures definition using scripting language in the software. (a) Cantor Iris Fractal
definition, (b) Sierpinski Gasket Fractal definition.

#Cantor Iris 

Pattern   : polygon((0,0),(1,0), (1,1), (0,1)) as $1 

Transform : resize($1,1/3) as $1 ; move(resize($1,1/3),2/3,0) as $1

(a)

#Sierpinski Gasket 

Pattern   : polygon((0,0),(0.5,1), (1,1)) as $1 

Transform : resize($1,0.5) as $1 ; move(resize($1,0.5),0.5,0) as $1; 

               move(resize($1,0.5),0.25,0.5) as $1

(b)

Then we calculate the input impedance of Fig. 1 (stage 2) and Fig. 2 (stage 2) by two means:
on the one hand using a reference method that is actually the well known MoM method (supported
by the software); and on the other hand using the MS-MGEC method while varying the number
m of excitation modes. As we have mentioned earlier, when m = 1 we fall back into the surface
impedance model. The Fig. 7 shows the relative error (Em) between Zin−ref (Zin calculated
using the reference method) and each of the Zin−mod−m (Zin calculated using MS-MGEC using m
excitation modes for each small guide) for m = 1, 2 and 3. Relative error is given while Zin value
is converging in terms of test and base functions count. At convergence, for Iris Cantor structure,
E1 = 16.5%, E2 = 7.3% and E3 = 1.9%. Concerning Sierpinski Gasket structure, E1 = 19.2,
E2 = 4.0% and E3 = 4.1%, we can not do further improvements by increasing m value due to B
matrix conditioning (the bigger m we use, the worst conditioning A matrix we experience).

This shows how important is the use of surface impedance operator (multiport model) instead
of the traditional surface impedance model. Besides, to highlight the numerical interest of the
suggested method, we note that if we use m base (mode) functions and n test functions per element
(so that total test functions count is N = 3k−1n for Sierpinski Gasket), the total time spent on Zin
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E1
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Figure 7: Zin−mod−m (modes: m) relatively to Zin−ref for Cantor Iris structure.

calculation for the stage k is: For direct calculation using Method Of Moments:

T k
dir = Ts

(
3(k−1)n

)
m + Tc

(
3(k−1)n

)2
m + Ti

For the proposed method:
T k

prop = k(Tsnm + Tcn
2m + Ti)

where Ts is the scalar products calculation time, Tc is the A matrix ((3kn)× (3kn) dimension) cell
calculation time and Ti is the matrix inversion time. We note that Ti À Ts À Tc.

This ensures that calculation time becomes linear (for fixed n and m values) instead of expo-
nential (Fig. 8). Hence — as mentioned in the second paragraph — the studied structure will
be always remodelled to the generator element (k = 1) which ensures that test functions count is
not getting to explode when k (fractal stage) is increasing, so that A Matrices (1) remains with
modest dimensions. Moreover, thanks to the self similarity of fractal structures, all small guides
of a particular structure at stage k (big guide) will be replaced with the same

_

Zsk−1. In this
way, when calculating Zin(k=2) (stage 2) for Sierpinski Gasket structure, we need to calculate once
Zin(k=2) and use it three times for replacing the three small guides. That is to say, we will spend

Figure 8: Sierpinski Gasket calculation time for k = 1, 2, 3.
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time calculating 2 matrices of dimension n (one for k = 1 and one for k = 2 by applying multiport
model) instead of calculating one of dimension 3n, where n is the test functions count needed for
the generator element (k = 1).

5. CONCLUSION

In this paper we have proposed a new software implementation of the MS-MGEC Method (a
MoM based method) — a well adapted to multi scale and fractal structures method — and have
validated it by comparing its result to a reference implementation of the MoM method. While
providing less than 2–4% of error, the software gives valuable speed enhancements for a couple
of fractal structures. The originality of this work is that although is applies a recursive method
to a fractal shaped planar antenna — as does [7] for fractal antenna arrays — it ensures a linear
calculation time and a fixed Matrix size (independent of stage k). Besides, thanks to the multi
port-model, it provides interesting enhancements in precision compared to the surface impedance
model presented in [5].
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Abstract— This paper presents a study and development of equations consisting metamate-
rials of negative refraction index. The equations developed for this structure are based in full
wave Transverse Transmission Line (TTL) method. This method possibility a significant alge-
braic simplification of the equations involved in the process. In order to analyze this structure
the complex resonant frequency were determined. The results obtained for this application are
presented.

1. INTRODUCTION

Microstrip antennas are widely used due to its various advantages such as reducing size, weight, and
cost and in addition because it interfaces easily with other microwave circuits, compatibility with
integrated hybrid circuits and the possibility of acting with dual frequency [1]. They can be used
in several systems, such as: radars, wireless, mobile telephony and communication by satellites.
This paper presents an application of multilayer antenna with metamaterial. The analysis is made
using the concise full wave TTL method.

However, most of the designs are still in the stage of theory and there is a big challenge to
integrate antennas with dielectric multilayer has advantages, such as, the flexibility in the operation
frequency band and a smaller physical size.

The TTL — Transverse Transmission Line method is used in the determination of the electro-
magnetic field components in the Fourier transform domain (FTD), for the three regions of the
structures shown in the Fig. 1. The moment method is applied and adequate basis functions are
used to expand the current densities in the metallic strip.

Figure 1: Multilayer microstrip antennas. Figure 2: TW-SRR Structure compost with SRR
and TW metamaterial.

The metamaterial substrate depends on the spatial coordinates and this causes spatial disper-
sion. As a result the medium will be no homogenous. For a no homogeneous structure, the incident
wave undergoes a process of multiple scattering. The substrate shown in region 1 of Fig. 1 is
modeled by utilizing the anisotropic tensor properties, which are expressed as [2]:

µ = µ0

[
µxx 0 0
0 µyy 0
0 0 µzz

]
(1)

ε = ε0

[
εxx 0 0
0 εyy 0
0 0 εzz

]
(2)
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2. METAMATERIAL THEORY

The term electromagnetic metamaterial has been applied to artificial structures, that possess prop-
erties beyond those available in naturally materials. The identification of a permittivity and perme-
ability with an inhomogeneous structure allows the properties of the metamaterial to be expressed
conveniently, often in analytic form. The ability to describe an otherwise complicated inhomo-
geneous structure as a continuous material characterized by homogenized material parameters is
the heart of the metamaterial concept. Although the terms photonic crystal, artificial material or
metamaterial are often used interchangeably, it is the key term that best fits the type of structures
presented here in Fig. 2 [1].

3. FIELDS THEORY

The TTL — Transverse Transmission Line method in the Fourier transform domain, uses a com-
ponent of propagation in the y direction, treating the general equations of electric and magnetic
field as functions of Ẽy and H̃y [3–5].

Starting from the Maxwell equations, and after several algebraic manipulations, the equations
that represent the electromagnetic fields in the x and z directions are obtained as a function of the
electromagnetic fields the in the y direction.

The metamaterial substrate shown in region 1 of Fig. 1 is modeled by utilizing bianisotropic
tensor properties Equations (2.6) and (2.7), together with wave equations which are expressed
as [2, 3]:

∂2Ẽy

∂y2
− γ2Ẽy = 0 (3)

∂2H̃y

∂y2
− γ2H̃y = 0 (4)

After using the Maxwell’s equations in the spectral domain and the previous definitions above,
the general equations of the electric and magnetic fields to the resonator, are obtained as:

Ẽx =
1

γ2
y + k2

0εr

[
−jαn

∂

∂y
Ẽy + ωµ0µxxβkH̃y + ωµ0µzzβkH̃y

]
(5)

Ẽz =
1

γ2
y + k2

0εr

[
−jβk

∂

∂y
Ẽy − ωµ0µxxαnH̃y − ωµ0µzzαnH̃y

]
(6)

H̃x =
1

γ2
y + k2

0εr

[
−jαn

∂

∂y
H̃y − ωε0εxxβkẼy − ωε0εzzβkẼy

]
(7)

H̃z =
1

γ2
y + k2

0εr

[
−jβk

∂

∂y
H̃y + ωε0εxxαnẼy + ωε0εzzαnẼy

]
(8)

where i = 1, 2, 3, represent the dielectrics regions of the structure; γ2
i = α2

n+β2
k−k2

i is the constant
of the propagation in y direction; αn is the spectral variable in “x” direction and βk the spectral
variable in “z” direction; k2

i = ω2µε = k2
0ε
∗
ri is the wave number of dielectric region; ε∗ri = εri−j σi

ωε0

is the dielectric constant relative of the material with losses; ω = ωr + jωi is the complex angular
frequency; εi = ε∗ri · ε0 is the dielectric constant of the material;

The solutions of Helmoltz’s equations for the three regions of the antenna are given by:
For region 1:

Ẽy1 = A1e · cosh(γ1y) (9)

H̃y1 = A1h · cosh(γ1y) (10)

For region 2:

Ẽy2 = A2e · sinh(γ2y) + B2e · cosh(γ2y) (11)

H̃y2 = A2h · sinh(γ2y) + B2h · cosh(γ2y) (12)
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For region 3:

Ẽy3 = A3e · cosh[γ3(da− y)] (13)

H̃y3 = A3h · cosh[γ3(da− y)] (14)

Substituting these solutions in the equations of the fields, in function of the unknown constants
A1e, A1h, A2e and A2h is obtained, for example, for the region 1 [3]:

Ẽx1 =
−j

k2
1 + γ2

1

[αnγ1A1e sinh(γ1y) + (µx1 + µz1)jβkωµ0A1h sinh(γ1y)] (15)

Ẽz1 =
−j

k2
1 + γ2

1

[βkγ1A1e sinh(γ1y)− (µx1 + µz1)jωµ0αnA1h sinh(γ1y)] (16)

H̃x1 =
−j

k2
1 + γ2

1

[αnγ1A1h cosh(γ1y)− (εx1 + εz1)jβkωε1A1e cosh(γ1y)] (17)

H̃z1 =
−j

k2
1 + γ2

1

[βkγ1A1h cosh(γ1y) + (εx1 + εz1)jωε1αnA1e cosh(γ1y)] (18)

To the determination of the unknown constants described above the boundary conditions are
applied in the structure shown in Fig. 1, in y = h1 and y = h = h1 +h2. The electromagnetic fields
general equations as function of Ẽxh and Ẽzh, which are the tangential components of the electric
fields are obtained to calculate the propagation constant.

Ẽx1 = Ẽx2, H̃x1 = H̃x2 (19)

Ẽz1 = Ẽz2, H̃z1 = H̃z2 (20)

After several calculations are obtained the following constant values:

A1h =
βkẼxy − αnẼzy

sinh(γ1y)ωµ0(µxx + µzz)
(21)

A1e =
j(αnẼxy + βkẼzy)

γ1 sinh(γ1y)
(22)

A2e =
j(αnẼxh + βkẼzh)

A

[
γ1

γ2
cosh(γ2h2) sinh(γ1h1)− ε1

ε2
sinh(γ2h2) cosh(γ1h1)

]
(23)

A2h =
(βkẼxh − αnẼzh)

ωµB

[
γ1

γ2
cosh(γ1h1) cosh(γ2h2)− sinh(γ1h1) sinh(γ2h2)

]
(24)

B2e =
j(αnẼxh + βkẼzh)

A

[
ε1

ε2
cosh(γ1h1) cosh(γ2h2)− γ1

γ2
sinh(γ1h1) sinh(γ2h2)

]
(25)

B2h =
(βkẼxh − αnẼzh)

ωµB

[
sinh(γ1h1) cosh(γ2h2)− γ1

γ2
cosh(γ1h1) sinh(γ2h2)

]
(26)

A3h =
βkẼxy − αnẼzy

ωµ
(27)

A3e =
−j(αnẼxy + βkẼzy)

γ3
(28)

where

A = γ1 sinh(γ1h1) cosh(γ2h2) + γ2
ε1

ε2
cosh(γ1h1) sinh(γ2h2) (29)

B = sinh(γ1h1) cosh(γ2h2) +
γ1

γ2
cosh(γ1h1) sinh(γ2h2) (30)
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4. ADMITANCE MATRIX

The following equations relate the current densities in the sheets (J̃xy and J̃zy) and the magnetic
fields in the interface y = h1 + h2:

H̃x2 − H̃x3 = J̃z (31)

H̃z2 − H̃z3 = −J̃x (32)

After the obtaining of the electromagnetic fields components, the magnetic boundary conditions
are applied, being [Y ] the dyadic Green matrix.

[
Yxx Yxz

Yzx Yzz

] [
Ẽx

Ẽz

]
=

[
J̃x

J̃z

]
(33)

The matrix inversion is used and the current densities in the interface are expanded using base
functions [4]:

[
Zxx Zxz

Zzx Zzz

] [
J̃zh

J̃xh

]
=

[
Ẽxh

Ẽzh

]
(34a)

J̃xh =
n∑

i=1

axi · f̃xi(αn, βk) (34b)

J̃zh =
m∑

j=1

azj · f̃zj(αn, βk) (34c)

Appling the Galerkin technique, the electric fields out of the metallic strip are eliminated. The
current densities are expanded in terms of appropriate basis functions, and become a homogeneous
complex matrix as shown in (35).

[
Kxx Kxz

Kzx Kzz

]
·
[
ax

az

]
=

[
0
0

]
(35)

Each element of the [K] characteristic matrix is shown in (36)–(39):

Kxx =
∞∑
−∞

f̃x(x, z)Zxxf̃∗x(x, z) (36)

Kxz =
∞∑
−∞

f̃z(x, z)Zxz f̃
∗
x(x, z) (37)

Kzx =
∞∑
−∞

f̃x(x, z)Zzxf̃∗z (x, z) (38)

Kzz =
∞∑
−∞

f̃z(x, z)Zzz f̃
∗
z (x, z) (39)

5. RESULTS

Figure 3 shows the results of the resonance frequency depending on the length L of the patch
resonator, simulated for two cases.

¦ Case 1: 1 layer dielectric substrate comprised of PBG 2D considering focusing on the wave
polarization s, 2 dielectric layer composed of RT Duroid 5880 and dielectric layer 3 is the air;

¦ Case 2: 1 layer dielectric substrate comprised of PBG 2D considering focusing on the wave
polarization p, 2 dielectric layers composed of RT Duroid 5880 and dielectric layer 3 is the air.

The analysis of Fig. 3, we can conclude that when the material PBG is the first layer beneath
the patch irradiator, the frequency of resonance does not suffer significant changes with the change
in the wave incidence in the substrate (polarization s or p). This effect is due to difference in
heights of layers, as the εr = 2.2 predominates on the PBG material.

Comparing the first two layers of the structure mentioned in Fig. 1, with another one antenna
structure of one layer, we see that the results are similar, as shown in Fig. 4.
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Figure 3: Frequency of resonance as a function on
the length of patch material for PBG 2D for the
polarization s or p.

Figure 4: Radiation pastern E plane.

6. CONCLUSIONS

The results obtained can be used to the design of novel meta-materials with potential applications
in wireless systems.

The full wave Transverse Transmission Line — TTL method, was used to obtain the numeric
results of the planar antennas with three metamaterial layers.

In this work, the insertion of the metamaterial influence was realized through of the use in tensor
permeability and permittivity, and good results were obtained.
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Abstract— Devices based on the guided-mode resonance (GMR) effect are very promising
elements in the areas of optics and electromagnetics. They can provide variety of spectral re-
sponses only founded on periodically patterning of a single optical layer on a substrate or as
a free-standing membrane. Although the main manifestation of the GMR effect is sharp reso-
nances in the reflection spectra, by proper selection of device parameters, attainment of variety
of optical spectral responses such as narrow bandpass/bandstop filters, broadband reflectors, po-
larizers and so on is possible. Since in this kind of elements, light is coupled into waveguide leaky
modes through a subwavelength grating structure, the device works in the second (leaky) stop-
band. Response of such devices is highly dependent on the modal characteristics of the guiding
layer. Broadband high reflectors, based on periodically patterned single layers (with substrate
or as a membrane), are promising and attractive elements in the area of optical devices and
have recently found practical application as top mirror in tunable vertical cavity surface emitting
lasers (VCSELs). In this paper, a single layer, strongly-modulated GMR-based broadband high
reflector is designed for 1.45–2.0 µm band for TE and TM polarizations using particle swarm
optimization (PSO) technique; a robust, easy to implement evolutionary technique inspired from
the behavior of particles in a swarm searching for their requirements resources. A silicon-on-
insulator (SOI) structure has been chosen in which the binary patterned silicon layer act as both
grating and waveguide. The spectral and modal characteristics of these elements are analyzed
utilizing rigorous electromagnetic techniques like rigorous coupled-wave analysis (RCWA) and
modal techniques. The designed reflector for TM and TE polarizations provide ∼ 520 nm and
∼ 125 nm bandwidth at > 99% reflectance, respectively. Also, showing the reflection and trans-
mission maps as well as the mode profiles, we investigate the effect of refractive index modulation
and the thickness of the grating on device’s spectral response.

1. INTRODUCTION

Devices based on the guided-mode resonance (GMR) effect are promising in areas of optics and
optical engineering [1, 2]. They can provide variety of spectral responses based on periodically
patterning of a single optical layer on a substrate or as a free-standing membrane [3, 4]. Although
the main manifestation of the GMR effect is a sharp, Lorentzian-shape resonance in the reflec-
tion spectra, by proper selection of device parameters, attainment of variety of optical spectral
responses is possible [3–5]. Recently, there have been reports on the potential application of single-
layer, one-dimensional guided-mode resonance (GMR) gratings as optical elements like narrow
bandpass/bandstop filters, broadband reflectors, and polarizers [3]. These devices are based on
the resonant coupling of an incident light beam into a light-guiding layer through a surface relief
diffraction grating. The period of the grating, its thickness, and the refractive indices of comprising
materials and their distribution along the period, as well as the refractive indices of surrounding me-
dia, are basic parameters of a GMR element. These parameters can greatly influence the behavior
of the device, since GMR devices are proven to be highly sensitive to their structural parameters.
In a single layer device, the subwavelength grating acts as the incident light coupler as well as the
light guiding medium. The subwavelength grating couples the incident light into leaky waveguide
mode(s), provided that the phase matching condition is satisfied. Since the light is coupled into
leaky modes, the device works in the second (leaky) stopband [6]. The spectral response of such
devices is highly dependent on the modal characteristics of the guiding layer.

Broadband high reflectors, based on periodically-patterned single layers (on a substrate or as
membranes), are useful in many optics applications and have recently found practical application
as mirrors in vertical cavity surface emitting lasers (VCSELs) [7]. The objective of this paper is
to provide insights into the electromagnetic properties of these kinds of optical elements. Accord-
ingly, in this paper, broadband high reflectors are designed for the 1.45–2.0µm band using particle
swarm optimization (PSO) technique and their spectral and modal behavior for both TE and TM
polarizations is studied and discussed.
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2. DEVICE STRUCTURE AND DESIGN

Figure 1 illustrates the structure of the device. It is basically a silicon-on-insulator (SOI) element.
The grating layer, which also acts as the waveguide, is defined by its period (Λ), thickness (d), and
filling factor (F ). For designing the broadband reflector, normal incidence and both TE and TM
polarizations are considered. The grating period has two sections consisting two materials with
different refractive indices; one of them has higher refractive index (nH > nL).

z

x
y

Silica 

Λ

d

R 

T 

I 

F 1-F

Si 

Figure 1: Schematic of a typical single-layer, silicon-on-insulator GMR device. Λ, d and F are period,
thickness, and filling factor, respectively. The incidence medium is air (n = 1.0) and the substrate is silica
(n = 1.48). The case of normal incidence is treated here.

The particle swarm optimization (PSO) technique is utilized to design the broadband reflector.
The design target is set to be 100% reflectance over the 1.45µm to 2.0µm band. The parameters
to be optimized by the PSO to achieve the target reflectance are taken to be Λ, d, and F . The
basics of the PSO technique for designing diffraction gratings have been reported elsewhere [8].

3. FEATURES OF THE BROADBAND HIGH REFLECTORS

3.1. TM Polarization
Figures 2(a) and (b) show the reflectance and transmittance spectra (linear and logarithmic scales)
of the designed two-part, SOI, broadband high reflector for TM polarization, in which Λ = 0.766µm,
d = 0.490µm, and F = 0.726. The width of the high reflectance band (R0 > 0.99) is ∼ 520 nm over
1.45 to 2.0µm range. As seen in Fig. 2(b), there are three transmittance dips inside the reflection
band, each of which corresponds to a guided-mode resonance. It should be noted that under guided-
mode resonance conditions, in which the incident light is coupled into a leaky waveguide mode,
the transmittance theoretically approaches zero. Therefore, Fig. 2 shows co-existence, or a blend,
of three modes. Figure 3(a)–(c) illustrates the amplitude of the magnetic (modal) field (Hy(z))
inside the grating structure and also in the surrounding media for the three resonances at 1.495,
1.620, and 1.839µm and for the zeroth, first and second diffraction orders. As displayed, the modal

 

(a) (b)

Figure 2: Reflectance and transmittance spectra (a) linear and (b) logarithmic scale of the broadband TM
reflector.
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profiles for the first diffraction order (S1) at three resonant wavelengths show mixed mode states.
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Figure 3: Amplitude of the magnetic (modal) field inside the grating structure and the surrounding media
for the three resonances.

 

  

(a) (b)

Figure 4: (a) Color-coded reflectance map R0(λ, d) drawn versus wavelength and grating thickness. (b)
Transmittance map T0(λ, d) in dB.

Figure 4(a) displays a color-coded reflectance map R0(λ, d) drawn versus wavelength and grat-
ing thickness. This map shows the qualitative modal behavior of the grating structure, which is
highly dependent on the thickness. As evident from Fig 4(a), “S” shaped high-reflection areas

 

(a) (b)

Position along propagation (µ m) Position along propagation (µ m)

Figure 5: Modal field profiles for two resonance points far from the broadband reflection region, (a) d =
0.212 µm and λ = 1.345m, (b) d = 0.870 µm and λ = 1.919 µm.
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show the evolution of the reflection band from a nearly single narrow resonance to a broad one.
Figure 4(b) illustrates the associated transmittance versus wavelength and thickness in dB. As
seen, the transmittance dip also has an “S” shape. The calculations for the reflection spectra are
done using rigorous coupled-wave analysis (RCWA) [9] and modal analysis techniques [10]. Both
methods yield results that are in complete agreement. Figure 5 shows the modal field profiles for
two points on the reflection band in Fig. 4(a) but far from the broadband reflection region. As
seen, for thicknesses well below the design thickness, TM0 is the main excited leaky mode, while
above the design thickness ∼ TM1 is excited.
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Figure 6: (a) R0(λ, d) map for low refractive index modulation; nH = 2.0, nL = 1.3417. (b) Calculated
modal curves for the first four modes excited by the first diffraction order considering a thin film waveguide
with nf = 1.92.

The R0(λ, d) map in Fig. 4(a) can be considered as a qualitative counterpart for modal curves of
an equivalent homogeneous slab waveguide. Modal curves can be obtained by solving the eigenvalue
equation of the equivalent homogenous slab waveguide system [4]. To investigate the modal behavior
of this system and provide a clearer view of the physics, we reduce the index modulation of the
structure while keeping the average refractive index of the waveguide layer fixed at 1.7314 (zero-
order effective index) [1]. This reduces the linewidth of the resonances and enhances the visibility
of the modal curves. By considering nH = 2.0 and nave = 1.7314, nL is calculated to be 1.3417.
Figure 6 shows the R(λ, d) map for this low-index modulation structure as well as the calculated
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Figure 7: (a) Reflectance (solid line) and transmittance (dashed line) spectra of the designed reflector for
TE polarization (in logarithmic scale). (b) Amplitude of electric field in the grating layer and incident and
substrate media (λ = 1.559 µm).
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modal curves for the first four modes excited by the first diffraction order considering nf = 1.92.
It is seen that there is a good qualitative agreement between the two graphs. Also, this shows
that in single layer broadband high reflector, a modal mixture takes place when a high refractive
index contrast is present and will make different modes contribute to the broadband reflection. The
value of nf is also qualitatively in reasonable agreement to the second-order effective index of the
equivalent homogenous layer which is 1.82 [1].

3.2. TE Polarization
Broadband high reflector can be also designed to work with TE polarized incident light. Using
PSO as the design tool, a two-part period reflector is designed for the 1.45–1.7µm band based
on a SOI structure. The designed parameters are: Λ = 0.986µm, d = 0.228µm, and F = 0.329.
Figure 7(a) illustrates the reflectance and transmittance spectra of the device in logarithmic scale.
The transmission dip, which shows the resonance wavelength, falls at 1.559µm. The reflection
band of the filter for R0 > 0.99 is ∼ 125 nm. Figure 7(b) shows the amplitude of electric field in
the grating layer as well as in incident and substrate media. As evident from this figure, the leaky
mode has ∼ TE0 characteristics.

Figure 8(a) displays a color-coded map R0(λ, d), which qualitatively represents the modal be-
havior of the device. As seen in this figure, at the design thickness (d = 0.228µm), the reflection
spectrum exhibits maximum width. Figure 8(b) shows the T0(λ, d) map in dB, in which the blue
traces represent the position of the resonance. In this structure, in part due to higher modal cut-off
wavelength than for TM, a kind of folding back regions appear. The zero-order effective medium
refractive index (average refractive index) of the structure is 2.159 and the second-order effective
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Figure 8: (a) R0(λ, d) map for the reflector designed for TE polarization. (b) T0(λ, d) map in dB. (c)
Reflection map for the reduced refractive index modulation structure (nH = 2.3 and nL = 2.086) and (d)
Modal characteristic curves for the equivalent homogeneous layer with refractive index of nf = 2.1696.
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medium refractive index is 3.365. Keeping the average refractive index fixed, by reducing the re-
fractive index contrast, the reflection map can qualitatively represent the leaky-mode curves of the
equivalent homogenous layer. Figure 8(c) shows the reflection map for the reduced modulation
structure (nH = 2.3 and nL = 2.086) and Fig. 8(d) illustrates the modal characteristic curves for
the equivalent homogeneous layer with refractive index assumed to be nf = 2.1696, which is the
second order effective medium refractive index of the structure at 1.7µm. There is a clear resem-
blance between the two figures, showing the modal origin of the broad reflection spectra, as in the
TM case.

4. CONCLUSIONS

In this paper, we have presented the basics of the broadband high reflector rooted in guided-mode
resonance effect. The modeling and simulation results of this device show that the high refractive
index contrast of the grating can be responsible for exciting a blend of leaky modes and providing
the maximum reflection linewidth for the optimal design parameters. It is important to use effec-
tive inverse methods to determine the parameters providing the proper spectra. Broadband high
reflectors with two-part periods have been designed for both TE and TM polarizations. The design
and analysis results show that a maximum reflection linewidth can be obtained by incorporating a
mixture of TE or TM modes.
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Abstract— We propose a pixel design, aimed to be included in an array, receiving and de-
tecting simultaneously two bands of the Cosmic Microwave Background (CMB). It is composed
of a bowtie antenna, feeding a diplexer structure to separate the signal towards two bolomet-
ric detectors at 150 and 220 GHz. The diplexer makes use of differential transmission lines of
Coplanar Striplines (CPS) and Broadside Coupled Lines (BCL) types, for filtering and separation
purposes. The antenna and diplexer are planned to be fabricated in a superconductive niobium
thin film deposited on a Silicon substrate, while NbSi bolometers will lie on a SiN membrane.
The device has been simulated by means of ADS (Agilent), CST Microwave Studio and HFSS
(Ansoft) softwares. Final dimensions that take into account the kinetic inductance of the super-
conducting lines are proposed. Promising computation results are found, with signal separation
up to 20 dB.

1. INTRODUCTION

Nowadays, a large number of astrophysical studies based on CMB observation require multi-band
measurements. As an example, the detection of clusters of remote galaxies can be performed by
comparing CMB photon fluxes at 150 and 220 GHz, using the model of spectral deformation of the
Planck law, due to the Sunayev-Zeldovich (SZ) effect [1].

This requirement can be met by means of optical filtering, defining appropriate photometric
bands, but it generally consumes a higher surface of the available focal plane. Multi-frequency
detector arrays, using antenna-coupled bolometers associated with filtering functions may overcome
this problem. These functions are classically achieved by millimeter circuits composed of planar
transmission lines. Several designs, based on microstrip lines, have been proposed in the past [2, 3].

Microstrip transmission lines are often used coupled with slot antennas [4]. However, when an
antenna of differential type is used, like a bow-tie antenna, a balun must be inserted between the
feeding microstrip line and the antenna, in order to keep the symmetry of the currents repartition
in the structure and not to affect the radiation pattern.

The design presented in this paper (see Fig. 5) proposes a bow-tie antenna coupled to a diplexer
circuit exclusively composed of balanced differential transmission lines, thus avoiding the need
for a balun. The strategy for elaborating the whole diplexer structure, consists of utilizing high-
impedance CPS lines connected on one end to the source antenna, and to the other end to the
low-impedance BCLs. The BCLs are connected to the resistive bolometers on their other end (see
Fig. 5). CPS lines facilitate the decoupling between both 150 and 220 GHz sub-circuits, while BCLs
lower the influence of the membrane supporting the loads and the bolometers.

2. ANTENNA DESIGN

The antenna is a bow-tie fabricated with superconductive Nb on 30µm-thick Si substrate, with a
reflector back plane located 300µm below the antenna plane. The two triangles of the antenna
(height 580µm and base 580µm) are separated by a 2µm gap. Fig. 1 shows other geometric
parameters for the computation. The metallization has been assumed to be 1µm-thick perfect
conductor material. Open radiation type boundaries have been defined for the surrounding box.

Figure 2 compares results computed by HFSS (Ansoft) and CST Microwave Studio softwares,
in terms of real and imaginary part of the antenna impedance, seen from the 2-µm gap.

It exhibits an out-of band resonance at 100GHz, found somewhat sharper with CST than with
HFSS. Both results show good fit for the impedance values Zant = 54.2 − j84.0 [Ω] at 150 GHz
and Zant = 108.7 + j8.5 [Ω] at 220 GHz. Consequently, the diplexer structure studied in the next
paragraph must be designed in order to deliver the complex conjugate of the antenna impedance,
for optimal microwave power matching.
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Figure 1: Geometry of the bow-tie antenna with HFSS-CST computation parameters.
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Figure 2: HFSS and CST computed antenna complex impedance.

3. DIPLEXER DESIGN

The diplexer is designed according to the simple scheme shown in Fig. 3. At this step of the project
development, no severe slope has been specified for the transmission coefficient versus frequency
variation. Focus is put on low insertion losses at the desired frequency, and high rejection at the
undesired frequency. In this approach, each filtering sub-circuit is thus composed by only two
transmission line elements, in order to meet the low-size requirement for the whole device.

In Fig. 3, Port 1 represents the antenna, modeled by its complex impedance imported from HFSS
and CST computations (see Fig. 2), while Ports 2 and 3 represent the resistive loads associated to
the bolometric detection. ADS Optimization has been performed with 0-dB-goals for S21 and S31

at 150 and 220 GHz respectively.
Optimized values of the characteristics impedance and electrical lengths (degrees) of the lines

are given in Fig. 3. The corresponding results are plotted in Fig. 4, in terms of reflection and
transmission coefficients. It exhibits return losses and signal separation better than 20 dB, with
0 dB insertion losses at the central frequencies. Undesirable transmissions occur at 110 and 290 GHz
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towards the 220-GHz and 150-GHz detectors respectively, but they can be filtered, by means of a
120–240GHz optical filter using combined metal cross-mesh and low-pass.

Figure 3: Schematics of the diplexer.

(a) (b)

S21, dB S31, dB

Figure 4: (a) Reflection coefficient of the structure, seen from the antenna port. (b) Transmission coefficients
from antenna to 150-GHz load (S21 dB) & 220-GHz load (S31 dB).

4. LAYOUT AND PHYSICAL DIMENSIONS

The whole device is represented in Fig. 5. Notice that the strips in CPS lines TL1 and TL4 are
vertically offseted by a 0.3µm SiO2 layer in order to permit the transition to the BCLs.
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Figure 5: Left: Layout of one pixel of the detector structure. Right: Cross-section of CPS lines and BCLs.

Physical dimensions of the transmission lines have been determined using an iterative procedure.
In a first step, geometrical (or external) line inductance Lgeo and capacitance C have been deduced
from CST simulations assuming perfect conductor materials, as shown in Table 1. Next, the
kinetic inductance, inherent to the superconducting state of niobium material at 0.1K is evaluated
as follows [5].
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Table 1: Final dimensions of the structure and calculations of lines parameters with λL = 39nm.

For the BCLs, we assumed that the magnetic field is confined between strips, without variation
in the transverse direction (horizontal in Fig. 5) due to the high aspect ratio of the BCLs. Thickness
t is taken into account since it is of the same order of magnitude as the London penetration depth
(λL = 39nm for bulk Nb), and the commonly adopted assumption t À λL is no more applicable
here. As the temperature 0.1K is far from the critical temperature of Nb 9.2 K, the electrical
conductivity σ is assumed purely imaginary [6]. The kinetic inductance can be written as follows,
where W is the strip width [5]:

Lkin−BCL = µ0
λL

W
coth

(
t

λL

)
[H/m] (1)

For the CPS lines, attention must be paid to the magnetic field repartition, which can be considered
equal, but of opposite signs, on upper and lower surfaces of the strip (see Fig. 1). The kinetic
inductance then becomes [5]:

Lkin−CPS = µ0
λL

2W
coth

(
t

2λL

)
[H/m] (2)

Then, assuming that all superconducting films have the same London penetration depth and thick-
ness t, the final expression of the characteristic impedance Zsuperc and electrical length E are:

Zsuperc =

√
Lgeo + 2Lkin

C
(3)

E = 360
√

(Lgeo + 2Lkin)C · F · P [degrees] (4)

where F is the frequency and P the physical length. Table 1 gives the calculations and final
dimensions of the lines composing the diplexer. An imposed part (250µm) of BCLs lines length
is lying on the SiN membrane, but negligible correction (2%) of the strip width has been found in
order to keep constant the characteristic impedance and the effective permittivity.

These results are then compared with HFSS computations where the superconductive strips are
replaced by a boundary surface with purely reactive surface impedance as in reference [5]. Low
dispersive effects have been found (Zc varies less than 0.5%) but greater influence of the membrane
on BCLs is revealed (see Table 1).

5. CONCLUSIONS

The design of a two band 150–220 GHz detection structure, with pixel-size and 20 dB signal separa-
tion requirements, has been revealed feasible. It implies rigorous modeling of the superconducting
transmission lines, and the method proposed in this paper could be applied to other structures for
similar applications.
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Abstract— In this paper, we investigate the existence of moving solitons in the model pro-
posed in Ref. [5]. Using the relaxation technique we have been able to obtain moving soliton
solutions. The stability of these solitons are investigated numerically. A key finding is that for
fixed parameters the stability borders depend on the velocity of solitons and detuning frequency.
We have also considered the collision of counterpropagating in-phase and π-out-of-phase moving
solitons in this model.

1. INTRODUCTION

Periodic modulation of the linear dielectric constant in an optical medium results in a photonic band
structure. This band structure gives rise to a cross-coupling between counterpropagating waves.
As a result, such a medium becomes highly dispersive. An example of an optical medium with
these characteristics is a fiber Bragg grating (BG). In this case, the effective dispersion due to the
grating is approximately 6 orders of magnitude greater than the underlying chromatic dispersion
of the fiber. At sufficiently high intensities the BG-induced dispersion may be counterbalanced by
Kerr nonlinearity resulting in a Bragg grating soliton.

BG solitons have been the subject of intense theoretical and experimental research over the
past three decades (see for example Refs. [1–4]). It has been shown that BG solitons in a uniform
Bragg grating form a two-parameter family of solutions. One of these parameters is related to
soliton’s velocity, which can range between zero and the speed of light in the medium, and the
other is dependent on the detuning frequency, peak power and soliton width. Due to their potential
application in optical buffers and storage devices, significant efforts have been directed toward the
generation of zero-velocity (quiescent) solitons. To date, moving BG solitons with a velocity in
excess of 50% of speed of light have been observed. The existence and stability of solitons have
also been investigated in more sophisticated systems. For instance, in Ref. [5] it has been shown
that a family of BG solitons exists in a dual core system with nonidentical cores where one core is
linear, which may or may not have a Bragg grating, and the other is nonlinear and equipped with
a Bragg grating.

2. MODEL AND EQUATIONS

The system we are modeling is a semilinear dual-core system. The BG is written either on the
nonlinear core only or on both cores. Following the derivation of the GMTM (Generalized Massive
Thirring Model) [5] and of the standard equations of a dual-core fiber, a general model for the
semilinear dual-core BG system can be described by the following set of normalized equations.

i
∂u

∂t
+ i

∂u

∂x
+

[
|v|2 +

1
2
|u|2

]
u + v + κφ = 0 (1)

i
∂v

∂t
− i

∂v

∂x
+

[
|u|2 +

1
2
|v|2

]
v + u + κψ = 0 (2)

i
∂φ

∂t
+ ic

∂φ

∂x
+ κu = 0 (3)

i
∂ψ

∂t
− ic

∂ψ

∂x
+ κv = 0 (4)

Here, u, v present the forward- and backward- propagating waves in the nonlinear core, φ and
ψ are their counterparts in the linear core, κ is the coefficient of linear coupling between the cores,
c is the relative group velocity in the linear core.

In the case we are studying, we assume there is no BG written in th linear core. We also set
c = 0 (no relative group velocity in the linear core).
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3. STABILITY

Through numerical simulation, we have been able to find the stability range for moving solitons
with different velocities in the nonlinear core. Fig. 1 shows the stability of moving solitons whose
velocities are in the range of 0.0–0.5 (0 to 50% speed of light).

In Fig. 1, Area I shows the region when stable solitons are found. In Area II the solitons are
unstable.
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Figure 1: Stability diagram for moving solitons.

4. INTERACTIONS AND COLLISIONS

We have also investgated the collisions and interactions of in-phase and out-of-phase counterprop-
agating solitons.

In Ref. [6, 7] the interactions of counterpropagating gap solitons in a Bragg grating (i.e., Eqs. (1)
and (2) with κ = 0) were investigated. Of particular interest is the merging of the counterpropa-
gating pulses into a quiescent solitary pulse after the collision (See area M in Fig. 2 of [7], and area
I in Fig. 2 and Fig. 3 of [6] for the parameter regions this occurs in). However this behaviour is
absent in the general model for the semilinear dual-core BG system described above in Eqs. (1)–(4).
Typical behaviour of the collisions of two counterpropagating in-phase solitons is shown in Fig. 2
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Figure 2: Examples of the interaction of counter-propagating in-phase solitons. (a) velocity = 0.05, ω = 1.4,
(b) velocity = 0.2, ω = 1.53.

and Fig. 3. In Fig. 2 the pulses initially attract one another. Further propagation shows that they
continue to be attracted and pass through each other. In Fig. 3 the in-phase solitons initially repel
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Figure 3: Examples of the interaction of counter-propagating in-phase solitons for (a) velocity = 0.05,
ω = 1.43, (b) velocity = 0.1, ω = 1.47, as it is shown, initially repel each other but subsequently they attract
one another and collide.
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Figure 4: Examples of the interaction of counter-propagating solitons with a π phase difference. (a) velocity
= 0.3, ω = 1.43, (b) velocity = 0.5, ω = 1.3.
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Figure 5: Examples of the interaction of counter-propagating solitons with a π/2 phase difference. (a)
velocity = 0.3, ω = 1.43, (b) velocity = 0.5, ω = 1.3.
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one another. However, upon further propagation, the pulses then attract one another, resulting in
the formation of a lump which subsequently separates into two solitons. (See Fig. 3.)

The collision of counterpropagating out-of-phase gap solitons was investigated for both π and
π/2 phase differences. Examples of the collision are shown in Fig. 4 (with phase difference equals
π) and Fig. 5 (with phase difference equals π/2). In both these cases the solitons always bounced
off each other. This contrasts with the case of the standard model [7] where, depending on the
initial conditions, the solitons were also observed to pass through one another [6].

5. CONCLUSION

In this paper, we have investigated the stability and interactions of soliton waves in a dual-core
system. We found the stability of solitons in this system relies on the detuning frequency and veloc-
ities of moving solitons. Moreover, we also investigated the interactions of two counterpropagating
solitons. It is found that the collision dynamics are dependant on detuning frequency and soliton
velocities as well as phase informations.
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Abstract— Nowadays, it is well known that optical fiber sensors play a major role on the
performance of various state of the art measurement devices and systems, namely: gyroscopes,
accelerometer, strain and temperature sensors, among many other. In order to increase the range
of applications of such kind of sensors a great deal of researcher activities has been guided towards
the design and implementation of low-cost sensors. This work addresses design, implementation
and characterization of a plastic optical fiber microbend sensor, and points out its potential as
a low-cost anti-squeeze sensor. Quite reasonable results were obtained using plastic optical fiber
sensor and standard optoelectronic detection scheme.

1. INTRODUCTION

The principle of operation of microbend fiber optic sensors addressed in this publication relies on
the change of fiber propagation characteristic induced by strain, via the photoelastic effect. Such
change may lead to the coupling between optical guided mode and optical leaky modes, therefore the
sensor’s performance depends on the fiber optical radio of curvature created by the microbend [1, 2].
Such kind of sensors may be implemented using plastic fiber optic, hence they have potential to
enable low-cost anti-squeeze optical sensors. In order to develop model for this type of sensors
one may relies on the so-called coupled wave equations which yields the optical power dependence
on the fiber optic radio of curvature. Based on this understanding, a sensor configuration was
designed and tested in order to validate some of the predictions obtained based on a rather simple
proposed modeling. As a whole, the sensor comprises three major building blocks, namely: the
electromechanical conversion (the actual fiber optic sensor), the optical detection unity and the
electronic signal processing device. The former block takes care of correlating the mechanical force
which causes the fiber optic squeezing to the change of optical intensity transmitted through the
fiber optic. On the other hand, the optical detection and electronic processing are assembled in
such fashion which may enable the application of rather insightful optoelectronic techniques, which
were validated by means of experimental results obtained while testing the plastic fiber sensors
addressed in this publication. In order to gain better qualitative understanding of the sensor
principle of operation, one may relies on the schematics shown in Figure 1. It shows, on its left
hand side, that a CW laser source after propagating throughout a certain length of fiber optic
squeezed by means of an external force, feeds the optical detection unity. In such way, the optical
power at the exit of the fiber turns displays characteristics of the induced mechanical bending.
Furthermore, the electronic signal available at the optical detection unity is properly delivered to
the electronic signal processing unity.

Figure 1: Schematic representation of am fiber optic microbend sensor.

It should be stated that in this publication the electronic signal processing was designed based on
the assumption that the sensor would operates as a warning device. In another wards, it emphasizes
the situation in which one needs to determine whether the external force lies within a certain range
of values, rather then accurately measure its intensity.



862 PIERS Proceedings, Cambridge, USA, July 2–6, 2008

2. SENSOR MODELING

First of all, it is assumed that the microbend pattern generated by the external force exhibits a
sinusoidal pattern along the fiber optics axis. In such situation, one may rely on a standard approach
based on the Coupled Mode Theory (CMT), in order to investigate the dependence of the coupling
between guided and leaky optical modes with respect to microbend pattern characteristics, such
as period and radios of curvature [2]. One insightful result which steams from this analysis has to
do with the optical power leakage as a function of the microbend radio of curvature. For instance,
when such radios is smaller than the value specified by Equation (1), in order to properly model the
optical fiber power transmission characteristics, one has to take into account the mode coupling,

Rc
∼= 3n2

1λ0

4π
(
n2

1 − n2
2

)3/2
(1)

where n1 and n2 are the fiber core and cladding refractive index, respectively, and λ0 is the free
space optical wavelength.

Furthermore, for radio of curvature smaller than Rc the analysis based on the Coupled Mode
Theory leads to the following expression for the optical power at the fiber optic output,

Pout = Pine−2αz (2)

2α =
π1/2κ2e

„
−2γ3Reff

3β2
z

−2γa

«

2Reff
1/2γ3/2V 2Km−1(γa)Km+1(γa)

(3)

with,

Reff =
R

1− n2

2 [P12 − v(P11 + P12)]
(4)

where Pin is the incoming optical power, 2α is the optical power loss coefficient due to the fiber
curvature, κ, γ, β are the core transversal, the cladding transversal and the fiber longitudinal
propagations constants, respectively, a is the fiber optic core radios, Km+1 and Km−1 are modified
Bessel’s function of second kind, R is the fiber curvature radio, P12 and P11 are photoelastic
constants and v is the fiber Poisson ration [1].

In order to experimentally observe some of the predictions based on the modeling described by
Equations (1) to (3), a rather simple sensor set-up was assembled, as shown in Figure 2. It should
be notices that the microbend pattern imprinted in the fiber is generated by the squeezing of a
plastic fiber optic with the aid of two periodic array of cylinder rods. It should be pointed out that
sensor works even with plastic fiber optic having a very thick jacket.

                          

 

 

 

 

 

ZOOM 

Figure 2: Plastic fiber optic sensor: Microbend pattern generation.

The plastic fiber microbend sensor, as a whole, which was assembled according to the schematics
presented in Figure 1, is shown in Figure 3.

The technique chosen for imprinting the microbend patter into the fiber optic turned out to be
very practical and also yielded a robust sensor set-up.
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    Micro bend Sensor

Figure 3: Plastic fiber optic microbend sensor set-up.

3. EXPERIMENTAL RESULTS

Based on the accurate understanding obtained based on the rather simple modeling and using
low-cost optical and electronics components a very interesting sensor prototype was assembled
and tested. This section gives some experimental results obtained using an electronic processing
unity based on the integrated circuits HIN 232 and 74HC14N. Figure 4, part A, shows that the
output voltage has a linear dependence with respect to the applied force, with a scale factor around
0.1V/Kgf. On the other hand, part B of the same figure is related to the performance of the sensor
as a microbend warning device; Its electronic processing unity was assembled to provide an output
voltage swinging as high as 4 volts. When the applied force exceeds 3.2Kgf the sensor identifies
that squeezing is taking place. However, owing to its simplicity the assembled electronics does
not yields good results when the force ranges from 2.1 Kgf to 3.2 Kgf. Moreover, Figure 5 displays
results obtained when an output of −10 volts means squeezed state and 10 volts means squeeze free
state. These results show that one has certain degree of freedom to set the threshold force beyond
which a squeezing state is warned [3].

(a) (b)

Figure 4: Electronic signal processor output, with 4V voltage swinging (a) analog and (b) digital.
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(a) (b)

Figure 5: Electronic signal processor output, with 20V voltage swinging (a) analog and (b) digital.

4. CONCLUSION

This publication reports experimental results obtained using plastic fiber microbend sensor imple-
mented with low-cost optical and electronic components. Its modeling illustrates a rather simple
application of the coupled mode theory. The results point out that such kind of sensor may be
very useful in applications related to safety, automatic control, among many others. Above all it
may be widely used as laboratory tool for training graduate and undergraduate on the subject of
optoelectronic devices and sensors applications.
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Abstract— Design of a compact filter having a broad pass band (73.3%) and low insertion
loss (2.0 dB) is presented. Here broadside coupled resonator elements are used for synthesis of
the filter in suspended stripline configuration. A general synthesis method for broadband filter
design is demonstrated and the realization of the filter in suspended stripline configuration is also
discussed. A specific example of fifteen section filter having broadside-coupled resonator elements
in edge coupled configuration is described here. The design has been verified by the simulation
and results are presented.

1. INTRODUCTION

Suspended stripline (SSL) is a suitable transmission medium with moderate loss and a wide range
of possible circuit configurations, especially for filters [1]. SSL consist of a dielectric substrate
suspended symmetrically between two ground planes. The attractive features of SSL compared
to conventional stripline or microstrip are reduced ohmic/dielectric losses over wide bandwidth,
better temperature stability over a wide temperature range, low dispersion and good fabrication
tolerances. The SSL structure under consideration for synthesis of broadband filter is a broadside
coupled resonator printed on a substrate suspended in a shielded channel as shown in Fig. 1.
Broadside coupled resonators are basically an arrangement of strip elements on both sides of the
substrate for improved coupling between filter elements. Thus the use of two layer configuration for
the filter makes the design flexible and compact. The bandpass filter under consideration (Fig. 2)
uses quarter wavelength resonators and the capacitive coupling is realized through the supporting
dielectric, thereby eliminating the need for precision etching.

Figure 1: Cross sectional view of the broadside-coupled resonator in suspended stripline configuration.

2. DESIGN METHODOLOGY

The design procedure can be summarized as below.

(i) Suspended stripline operating range and corresponding cutoff frequency can be decided from
knowledge of mode propagation within an enclosed structure.

(ii) From the passband and stopband requirements the order of the filter and normalized element
values are obtained [2].

(iii) Evaluation of the coupling coefficients from the normalized element values and selected ter-
minating impedances. Here admittance inverter model for each broadside coupled resonator
is considered and coupling coefficients are derived from the even and odd mode impedances
values for all section of the filter [3–5].
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(iv) Physical dimension of the strips for each filter elements in suspended stripline has been eval-
uated from a simple analysis [5]. Here coupling coefficients against width of the strips are
evaluated.

(v) Simulation of the filter structure for verification of the design and further optimization.

3. DESIGN DETAILS

In order to achieve broad bandwidth (octave or more) with edge-coupled transmission lines the line
separation required to achieve the necessary impedance values becomes too small to fabricate. In
SSL with broadside-coupled resonator configuration large range of impedance values can be realized
and this makes practical design dimension calculated from the filter synthesis.

Figure 2: Layout of the band pass filter (top view).

The starting point of the design is L-C low pass prototype of order N which was used to
transform the theoretical band pass response from N + 1 broadside coupled sections [2]. From the
desired center frequency and bandwidth the normalized element values [3] and corresponding odd
and even mode impedances of the coupled line sections are obtained [4]. The coupling coefficients
are then calculated for each filter section. Each broadside coupled section are then designed for the
corresponding coupling level [5]. The length and width of the quarter wavelength resonators are
determined for the suspended channel dimensions based on theoretical computation [5] and verified
by simulation (HFSS) of the filter sections (Fig. 3). The internal impedance levels are set to have
the desired Q of the resonator sections. Although the length of the resonator is ideally quarter
wavelength at the center frequency, the average value of the effective dielectric constant for even
and odd modes are used to determine the length of the coupled lines.

Pattern on bottom of the substrate

Pattern on top of the substrate 

Figure 3: Edge-coupled configuration for two adjacent broadside-coupled sections of the filter.

4. DESIGN DATA

Here fifteen broadside-coupled sections are used to design the broadband filter at K-Ka band (75.8%
fractional bandwidth) with Chebyshev response having 0.5 dB ripples. The suspended stripline
channel was designed for dominant TEM mode propagation up to 60.28 GHz with the following
channel dimensions.

Channel Width = 2.4mm.
Channel Height = 1.0mm.
Dielectric Constant of the Suspended Substrate = 2.2.
Substrate Thickness = 5mil.
A theoretical analysis [5] has been done for tabulating the coupling coefficients as a function of

normalized strip width for the broadside coupled strips with different dielectric constants as shown
in Fig. 4. It is clear that for the same coupling coefficient the substrate having lower dielectric
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constant can be used to get the wider strip width with easier mechanical fabrication. With this
logic the dielectric constant for the suspended substrate has been chosen as 2.2. The same analysis
is used to tabulate even and odd mode impedance of the broadside coupled strips as a function
of their normalized width. A plot for the same using the suspended channel dimensions has been
generated and verified by HFSS simulation as shown in Fig. 5. This plot has been used to find out
the physical dimension of the coupled strips as per the required coupling coefficients. The required
coupling level of first eight resonators and the corresponding width and length of the same are
tabulated in Table 1. The last 8 sections have the same value in reverse order.

Table 1: Computed design data for first 8 sections suspended stripline broadside-coupled filter.

Filter Sections g values Coupling Coefficients Width of Strip Length of Strip

1 1.7635 0.6361 0.205 1.9039

2 1.2791 0.6238 0.185 1.9052

3 2.6920 0.5426 0.094 1.9125

4 1.3826 0.5278 0.083 1.9135

5 2.7654 0.5227 0.079 1.9138

6 1.3991 0.5204 0.078 1.9139

7 2.7811 0.5193 0.077 1.9140

8 1.4024 0.5189 0.076 1.9141
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Figure 4: Computed plot of coupling coefficients as a function of normalized strip width.

5. SIMULATION RESULTS

The filter sections are capacitively coupled through a gap of 0.2 mm along the length (40mm). The
effect of inserting 0.2 mm gap was to alter the cutoff frequencies and to lower the the operating
frequency band slightly. To compensate the effect of the gap capacitance the resonator length can
be scaled down appropriately or the target design frequency may be kept at higher value to maintain
the filter response for the desired operating band. The most accurate results will be obtained using
this type of structures with a homogeneous dielectric where even and odd mode phase velocities are
same. The structure has been simulated in HFSS and Fig. 7 shows the simulated response of the
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Figure 5: Computed/Simulated plot of even and odd mode impedance as a function of normalized strip
width.

filter.The simulated filter pass band shows a 73.3% bandwidth (19.0–41.0 GHz) with a loss of 2.0 dB
over the operating band. So this design can be implemented with proper fabrication facilities to
develop a broadband filter.

Figure 6: Simulated response of the suspended substrate broadside coupled filter.



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 869

6. CONCLUSIONS

The design of a wide band filter has been demonstrated with commonly used edge-coupled con-
figuration with broadside-coupled elements in suspended stripline configuration. However there
is future scope to modify this design using asymmetrically coupled elements where fabrication
difficulties can be further minimized.
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Abstract— In this work, we report a novel method for the dynamical control of the resonant
electrical response of terahertz (THz) metamaterials. Our approach is based on planar arrays
of split-ring resonators (SRRs) coupled with microfabrication methods to create a bimaterial-
cantilever-based THz metamaterial switch. Our device exhibits a tunable resonant response
centered at 0.75 THz and operates by modifying or shorting the SRR capacitive gap with the bi-
material cantilevers. These results demonstrate the potential of bimaterial-cantilever-based MMs
for creating THz devices including, as examples, switches, dynamic filters, and phase shifters.

1. INTRODUCTION

Artificially structured electromagnetic (EM) materials are an extremely active research area be-
cause of the possibility of creating materials which exhibit novel EM responses not available in
natural materials, such as negative refractive index [1]. Such EM composites, often called metama-
terials (MMs), are especially important for the technologically relevant terahertz (1THz = 1012 Hz)
frequency regime where there is a strong need to create components to realize applications ranging
from spectroscopic identification of hazardous materials to noninvasive imaging [2–4]. For many of
these potential applications, it is desirable to create MMs that exhibit a controlled active and/or
tunable response [5, 6].

E

H
E 

H 

L
 

LC
 

(a) (b) (c) (d)

Figure 1: (a) The electrically resonant metamaterial is based on the balanced split resonator ring (balanced-
SRR) structure, which consists of two single SRRs put together on the split gap side; (b) Equivalent circuit
of the electrically resonant metamaterial; (c) Simulation results show that the effective LC resonance results
in a frequency dependent transmission where, on resonance, a strongly enhanced electric field is concentrated
in the gap of the SRR; (d) The simulated surface current density distribution, which provides a simple way
to visualize the absence of a magnetic response in balanced-SRR; namely, the magnetic fields created by
circulating surface currents cancel due to clockwise and counterclockwise components in adjacent regions of
the particle. (All simulations were conducted by using a finite difference time domain Maxwell’s equations
solver, CST STUDIO SUITETM 2007).

2. DESIGNA AND SIMULATION

Currently, most implementations of MMs are based on SRR structures to obtain a magnetic re-
sponse and wire structures to obtain an electric response. One disadvantage of obtaining electric
MMs by the use of wire media is the difficulty in fabrication of continuous wires with good electric
connections for large 2D/3D arrays. The canonical SRR structure, which was originally designed
for its unique magnetic response, also displays an electric response under normal incidence radiation
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with the magnetic field lying completely in the SRR plane and electric field perpendicular to the
SRR gap. This allows the electric field to drive the inductive-capacitive (LC) resonance. The SRR
structure normally shows a bianisotropic response, coupling to both electric and magnetic fields. To
address the difficulty in identifying the electric resonance from the bianisotropic responses, a novel
metamaterial element was used in this work, referred as a balanced-SRR, which couples strongly
to a uniform electric field, and negligibly to a uniform magnetic field [7], as shown in Fig. 1.

In our device, an individual THz electric metamaterial resonance switch element consists of
a balanced-SRR with a cantilever sitting above the gap, as shown in Fig. 2. The effective LC
resonance results in a frequency dependent transmission where, on resonance, a strongly enhanced
electric field is concentrated in the gap of the SRR; the resonance disappears when the cantilever
bends down to touch the SRR and shorts the gap.

E H

k

SRR 

(Au)

Top layer 

(SiNx)

(b) (c)(a)

Bottom layer

(Al)

2 m 

Switch 

w  

C 
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L g 

a 

t1
t2

SI-GaAs 

Figure 2: The device consists of two single SRRs put together on the split gap side with a cantilever sitting
above. Design dimensions: Unit cell length (a = 50 µm), length of the ring (l = 36 µm), width of the
ring (w = 4 µm), gap distance (g = 2 µm), thickness of bimaterial cantilever (t1 = t2 = 200 nm), width is
6 µm, and length is 32 µm. (a) Equivalent circuit of THz MM resonance switch, the resonance disappears
when the cantilever bends down to touch the SRR and shorts the gap; (b) Planar periodic array exposed to
normal incident THz radiation with electric field perpendicular to the SRR gap; (c) Cross-section view of
one individual element.

3. FABRICATION

Figure 3(a)∼3(h) detail the fabrication process using a surface micromachining process: (a) A
semi-insulating GaAs wafer was chosen because it is highly transmitting at THz frequencies; (b)
AZ5214e image reversal photoresist was patterned using direct laser writing with a HeidelbergTM

DWL 66 laser writer; (c) 200 nm-thick Au/Ti was E-beam evaporated followed by lift-off with
rinsing in Acetone for several minutes; (d) 1.3µm-thick photoresist of Shipley S1813 was spin-
coated as the sacrificial layer; (e) anchors were patterned by standard photolithography; (f) a
200 nm-thick Aluminum (Al) layer was E-beam evaporated, followed by sputtering of a 200 nm-
thick Silicon Nitride (SiNx) layer; (g) 6µm (width) × 32µm (length) cantilevers were patterned by
standard photolithography, and etched by reactive ion etch of SF6/He and Al etchant respectively;
(h) isotropic release etching of photoresist was conducted by high density oxygen plasma asher; (i)
photographs of the fabricated samples.

4. MEASUREMENT

The bimaterial cantilevers were designed to have an initial downward curvature to touch the SRRs
due to residual stress induced by the microfabrication process. This is the “on” (highly transmit-
ting) state. The switch can be turned “off” by controlling the ambient temperature to make the
bimaterial cantilevers bend up due to the different thermal expansion of Al and SiNx. Surface pro-
files of the switch “on/off” were obtained using a 3D Optical Profiler, as shown in Figs. 4(a) & 4(b).
Spectroscopic measurements were performed using a Fourier transform interferometer (FTIR) in
the far infrared over the range from 16∼66 cm−1 with 0.5 cm−1 spectral resolution. The samples
were mounted in the FTIR at normal incidence with the electric field perpendicular to the SRR
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Figure 3: Fabrication process and sample picture of THz MM resonance response switch.

Switch “On” 

Switch “Off” 

Resonance at 0.75 THz 

(a) (b)

(c)

Figure 4: (a) & (b) Surface profiles of cantilever switches at “on” & “off” using ZYGOTM New View 6000
Series 3D optical profiler; (c) Preliminary testing results of THz MM switch using BrukerTM VERTEX 80v
FTIR spectrometer.

gap. Preliminary results show that the THz transmission resonance (∼0.75THz) of the MM with
bimaterial cantilevers can be modulated by nearly 50%, which makes it an ideal candidate as THz
switch/modulator, as shown in Fig. 4(c). The modulation can be further improved by choosing



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 873

high-Q SRRs and optimizing the geometry of cantilevers.

5. CONCLUSION

In summary, we have demonstrated dynamical control of terahertz metamaterial resonance re-
sponse using bimaterial cantilevers. The response of MMs could be further improved by geometric
optimization of the resonators and substrate, such as increased filling fraction, thicker samples,
and extension to multiple layer structures. Furthermore, MMs have been demonstrated over many
decades of frequency, thus our results are not limited only to terahertz frequencies but may be used
over much of the electromagnetic spectrum.
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Abstract— The coordinate transformation on the space that contains electromagnetic sources
is studied. We find that, not only the permittivity and permeability tensors of the media, but
also the source inside the media will take another form in order to behave equivalently as the
original case. It is demonstrated that, a source in the free space can be replaced by another source
of arbitrary shape with an appropriate metamaterial coating around it without being detected
by outer observers, because the emission of the source can be controlled at will in this way. As
examples, we show how to design conformal antennas and electrically small antennas by covering
the sources with transformation media. The method proposed in this letter provides a completely
new approach to develop novel active EM devices.

1. INTRODUCTION

In 2006, J. Pendry et al. proposed the pioneering coordinate transformation concept to arbitrarily
control EM fields [1, 2]. In his approach, a space consisting of the normal free space can be trans-
formed into a new space with different volume and space-distributed constitutive parameters [1, 3],
which could be realized by artificial metamaterial, whose permittivity and/or permeability can be
designed to continuously change from negative to positive values [4–6]. Following this approach,
some novel EM devices [7–19] can be realized to obtain unusual EM behaviors. In this letter, we
further illustrate that such coordinate transformation can even be applied to a space containing
EM sources. The closed-form solution obtained from an analytical full wave method shows that
in this case, not only the permittivity and permeability tensors, but also the EM sources can be
transformed at will. In particular, a source in the free space can be replaced by another source of
arbitrary shape, given access to a properly designed metamaterial coating, without being detected
by outer observers. This generates a powerful path to electromagnetic design and can encompass
all forms of electromagnetic phenomena. As examples, we show how to apply the theory on the
design of conformal antenna, which still remains a problem in engineering, as well as reducing the
size of traditional antennas. The method proposed in this letter not only provides a completely new
approach in the development of novel active EM devices, but also enlightens a wider exploration
in the field of coordinate transformation.

2. FORMULAS

We start from considering a general coordinate transformation between the initial and the trans-
formed spherical coordinate systems (r′, θ′, ϕ′) and (r, θ, ϕ) by

r̄′ = F̄ (r̄) or r′ = f(r, θ, ϕ) θ′ = g(r, θ, ϕ) ϕ′ = h(r, θ, ϕ) (1)

Here F̄ represents a deformation mapping from coordinate system (r′, θ′, ϕ′) to (r, θ, ϕ) on a closed
domain V , of which the boundary is matched to free space ( r̄ = F̄ (r̄)

∣∣
∂V

). The relation between
the two operators ∇̃ = r̂ ∂

∂r′ + θ̂ ∂
∂θ′ + ϕ̂ ∂

∂ϕ′ and ∇ = r̂ ∂
∂r + θ̂ ∂

∂θ + ϕ̂ ∂
∂ϕ is given by





∇× Ā = det
(

¯̄J
)

¯̄J−1 · ∇̃ ×
[(

¯̄JT
)−1

· Ā
]

∇ · Ā = det
(

¯̄J
)
∇̃ ·

[
¯̄J ·Ā

det( ¯̄J)

] (2)

By substituting Equations (2) into Maxwell’s equations, we obtain the desired physical material
constants in terms of the constants in the original coordinate




¯̄ε = det
(

¯̄J
)

¯̄J−1 · ¯̄ε′ ·
(

¯̄JT
)−1

, ¯̄µ = det
(

¯̄J
)

¯̄J−1 · ¯̄µ′ ·
(

¯̄JT
)−1

ρ (r̄) = det
(

¯̄J
)

ρ′
(
F̄ (r̄)

)
, j̄ (r̄) = det

(
¯̄J
)

¯̄J−1 · j̄′ (F̄ (r̄)
) (3)
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where ¯̄J = ∂(f, g, h)
∂(r, θ, ϕ) is the Jacobian transformation matrix. The surface current J̄s, current Ī, and

charge q in the transformed coordinate can also be described with the mapping matrix F̄ as

J̄s (r̄) = ¯̄JT · J̄ ′s
(
F̄ (r̄)

)
, Ī (r̄) = Ī ′

(
F̄ (r̄)

)
, q (r̄) = q′

(
F̄ (r̄)

)
(4)

Note that under this transformation, Maxwell equations still remain their form invariance in the
new coordinates (r, θ, ϕ), but the permittivity, permeability, charge density and current density
will be expressed in a different form.

The electromagnetic field in the transformed coordinates on domain V which contains sources
j̄(r̄0) and ρ(r̄0) can therefore be calculated by introducing the vector potential Ā (B̄ = ∇× Ā) and
scatter potential φ (Ē = iωĀ−∇φ). Applying gauge condition ∇ · ( ¯̄T−1 · Ā)− iωµ0ε0φ = 0, where
T = ¯̄JT ¯̄J/ det( ¯̄J) is the metric tensor, the partial differential equation of the vector potential Ā is
given by

∇̃2

[(
¯̄J−1

)T
· Ā

]
+ k2

0

(
¯̄J−1

)T
· Ā =

µ0
¯̄J · j̄ (r̄0)

det
(

¯̄J
) (5)

Then the exact expression of the electric field can be written with Green’s function

Ē = iωµ0J
T ·

(
¯̄I +

∇̃∇̃
k2

)
·
∫∫∫

d3r̄′0
eik|r̄′−r̄′0|

4π |r̄′ − r̄′0|det
(

¯̄J
) ¯̄J · j̄ (r̄0) (6)

with r̄′ = F̄ (r̄), r̄′0 = F̄ (r̄0).
The above analysis implies that, by applying the coordinate transformation F̄ , a point source

located at r̄′ = F̄ (r̄0) in the initial coordinates will be transformed to r̄ = r̄0 in the transformed
coordinates. Thus looking from the outside of the transformed region, a source located at r̄ = r̄0

will appear to radiate at r̄ = F̄ (r̄0). By selecting appropriate transformation F̄ , a source can
be transformed into almost any required shape. This principle can be applied in the design of
conformal antenna and electrically small antenna, which will be related in detail in the latter parts
of this letter.

3. CONFORMAL ANTENNAS

Pendry et al. [1] suggested that with certain transformation, the electromagnetic field in a spherical
region r < R2 can be compressed into the annulus region R1 < r < R2. Here we consider such a
transformation as: x′2+y′2

a2(r) + z′2

b2(r) = 1, with a(r) = R2
R2−R1

(r −R1) as the major axis of the ellipse

and b(r) = R2− d

2
R2−R1

(r −R1) + d
2 (Here d is a constant.) as the minor axis of the ellipse. In contrast

to Pendry’s transformation, it is different in that a line of the length d with respect to the original
(x′, y′, z′) axes instead of the origin is transformed to a spherical surface r = R1, which stands
for the inner boundary of the annulus. Suppose there is a line source of length d which is located
at the origin, as shown in Fig. 1(a). Under the proposed transformation, the current of source is
mapped to the surface current at the inner boundary (r = R1), and in the spherical region r < R2,
the electric field radiated by the dipole will be squeezed into the annulus. This assumption can be
verified analytically with the method related above.

To begin with, we calculate the expression of the surface current at the inner surface r = R1, in
order that it will behave exactly the same as a dipole J̄ ′s = lim

r→R1

I0
2πa(r) ẑ →∞ to an outer observer.

With Equation (4), the surface current J̄s in the physical domain can be given as

J̄s = ¯̄JT · J̄ ′s = −I0 sin θ

2πR1
θ̂ + lim

r→R1

o (a (r)) = −I0 sin θ

2πR1
θ̂ (7)

Figure 1(b) displays the surface current on a spherical surface which works equivalently to the
dipole under the aforementioned transformation. The electromagnetic field in the transformed
coordinate can be obtained from Equations (6). By comparing the electric field distribution of
this spherical surface current with that of the corresponding single dipole, we can notice that the
fields outside the spherical region (r < R2) are exactly the same. Fig. 2(a) depicts the electric
field produced by a line source, and Fig. 2(b) shows the field distribution of the equivalent surface
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(a) (b)

Figure 1: (a) Schematic of a spherical conformal antenna. Red dashed line is a dipole in the initial virtual
domain. Red solid line is the radome surface where current is distributed. The outer surface is a sphere
conformal to the inner radome. (b) Current distribution on a spherical surface in the transformed physical
domain.

current at the inner boundary of a transformation medium shell. As a comparison, we also plot the
difference between the fields in the two cases, which is shown in Fig. 2(c). This phenomenon can
be comprehended like this, if we design a spherical shell with the above transformation, the surface
current on the inner boundary will behave as a line source at the origin when detected from the
outer space of the coating. This has something in common with the idea of cloaking, which can
smoothly guide the wave around a volume so that the detector outside the cloaking shell will feel
that the region inside the shell is empty.

Figure 2: (a) Field distribution of a dipole in the initial virtual domain (free space). (b) Field distribution
of the spherical conformal antenna in the transformed physical domain. (c) The difference between the fields
in (a) and (b).

The above theory provides the basic principle for the design of conformal antenna using coor-
dinate transformation. Given the metamaterial whose permittivity and permeability are appropri-
ately designed, the emission of the source can be controlled in the expected way and the conformal
antenna can be physically realized. As long as we find a mapping F̄ (f, g, h), which can transform
the inner domain of the radome, then we can fabricate such a radome with metamaterials to control
the current, and consequently, the radiation. The outer surface of the radome is matched to free
space while the current on a surface of arbitrary shape inside the radome can be mapped to the
inner surface. As a result, the conformal antenna will have exactly the same radiation pattern as
the original virtual antenna emitting in the free space.
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4. ELECTRICALLY SMALL ANTENNAS

Except for conformal antenna, how to reduce the size of an antenna is another topic that people are
concerning about recently. Sometimes we make an antenna smaller at the cost of the performance in
order to satisfy some size restriction in engineering. However, we find that by covering an antenna
by a substrate composed of transformation media, an image that is much larger than the source
will be produced, which will perform as a bigger antenna. In another word, we can realize a small
antenna which behaves equivalently to a bigger one by covering it with a substrate designed with
coordinate transformation. For simplicity, here we choose the substrate coating to be contained
within the annulus R1 < r < R2 and consider a simple transformation,

r′ = f(r) θ′ = θ ϕ′ = ϕ with f(R2) = R2 (8)

If f(r) is a multi-valued mapping expressed by a non-monotonic function, as shown in Fig. 3(a),
the constitutive parameters of the corresponding medium will be obtained with Equation (3):

¯̄ε = εr (r) r̂r̂ + εt (r) θ̂θ̂ + εt (r) ϕ̂ϕ̂, ¯̄µ = µr (r) r̂r̂ + µt (r) θ̂θ̂ + µt (r) ϕ̂ϕ̂ (9)

where εt = ε0f
′ (r) εr = ε0

f2(r)
r2f ′(r) , µt = µ0f

′ (r) µr = µ0
f2(r)

r2f ′(r)

(a) (b)

Figure 3: (a) Schematic figure of the transformation functions f(r) which is non-monotonic. r′ of certain
value in the initial virtual coordinate corresponds to r of three different values in the transformed coordinate,
which are denoted by A, B, and C. (b) Electric field distribution of a coated source. The source is covered by
a substrate created with transformation function f(r), and is located at A, which is also denoted in subfigure
(a). Two images are produced as a result, located at B and C, corresponding to point B and C in subfigure
(a) respectively. It is easy to find the source is magnified in the imaging.

When r < R1, f(r) is monotone increasing while in the region R1 < r < R2 f(r) is monotone
decreasing. From Equation (9) we can easily see that the medium is changing from right-handed
(RH) to left-handed (LH) [20] after crossing the boundary r = R1. From Fig. 3(a), we noticed that
a definite value of f(r) corresponds to three different r (depicted by A, B, and C in Fig. 3(a)). Thus
if we put a source at point A, two images will be produced, which are located at points B and C
respectively. The most remarkable is, different with the images formed with a left-handed material
slab [21], the two images, one inside the left-handed region and one in the free space, are both
magnified compared with the source. The reason is that, under this transformation, the field in the
spherical domain (0 < r < Rmax) is radially compressed into a smaller region (0 < r < R1), and as
long as we embed a source within the sphere (0 < r < R1), an image which is even larger than the
substrate coating (0 < r < R1) will be formed in the annulus (R2 < r < Rmax). This is verified by
numerical simulations based on finite element method. When a point source is embedded in the
RH region (r < R1), as shown in Fig. 3(b), two magnified images are produced. One is in the LH
region (R1 < r < R2) while the other is in the free space (r > R2), and the one outside the coating
is even larger than the one in the LH region. Since the boundaries at R1 and R2 are matched, both
B and C are perfect images of the source A.

Suppose an electric linear antenna with the current density j̄(r̄′′) = ẑI0(1− |z′′|
l )δ(x′′)δ(y′′)

(l = 2R1) is placed at the origin. After covering the antenna with a spherical substrate whose
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permittivity and permeability components are described by Equation (9), the electromagnetic fields
inside and outside the substrate can be calculate with Equation (6). Fig. 4(a) shows the electric
field distribution of an antenna with length 2Rmax in free space; Fig. 4(b) shows the electric field
distribution of a small antenna covered by the aforementioned complex RH-LH coating of radius
R2. From Fig. 4(c) which shows the difference between the fields of the two cases, we can easily
conclude that the coated small antenna has the equivalent performance to the original large one.

Figure 4: (a) Field distribution of an electric linear antenna with length 2Rmax in the initial virtual domain
(free space). (b) Field distribution of a electric linear antenna with length 2R1 embedded in the substrate
(with diameter 2R2 < 2Rmax) in the transformed physical domain. (c) Difference of the fields in (a) and (b).

5. CONCLUSION

Coordinate transformation is not restricted to source-free cases. The transformation on those
domains containing sources can be studied by manipulating the Maxwell’s equations. Under trans-
formations, not only the space but also the sources can be transformed, and given access to proper
metamaterials, the initial source can be replaced by another source of almost any required shape
with the same radiation properties. This makes the realization of some active EM devices, such as
conformal antenna and electric small antenna, a practical possibility.
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Effect of Losses in a Layered Structure Containing DPS and DNG
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Abstract— The problem of reflection and transmission of plane electromagnetic waves in a
periodic multilayered structure containing double-negative (DNG) media is analyzed using a
matrix formalism. A Lorentz model with a single resonance is used to describe the dispersion of
the DNG medium. It is shown that the introduction of losses, in accordance with the Kramers-
Kronig relations, is essential in order to obtain correct results on the performance of the structure.

1. INTRODUCTION

Although the concept of a DNG medium (i.e., a double-negative medium with ε < 0 and µ < 0)
was first proposed by Veselago [1], it took many years until experimental evidence for the existence
of such a medium was presented [2]. In order to uphold the causality principle, a dispersive
model should include losses according to the Kramers-Kronig relations [3]. In fact, for plane wave
propagation of the form exp[i(nk0z − ωt)], the refractive index of the unbounded passive medium
is given by n = ±√(εµ) and, in order to select the correct sign, losses must be taken into account.
Hence, the condition Im{n} > 0 imposes that, for the DPS (double-positive) case, we should have
n =

√
(εµ) whereas, for the DNG case, we should have n = −√(εµ) instead. Accordingly, in this

communication, the following Lorentz model is used to describe DNG media

ε(ω) = 1− ω2
ep

ω2 − ω2
eo + iγeω

, µ(ω) = 1− ω2
mp

ω2 − ω2
mo + iγmω

(1)

where ωep,mp are the plasma frequencies, ωeo,mo the resonance frequencies and γe,m the loss coeffi-
cients. In this work we will focus on the reflection and transmission of electromagnetic waves in a
periodic multilayered structure containing DPS and DNG layers as the one depicted in Fig. 1. The
problem of multilayered structures [4] has already been studied in the literature when DNG layers
are included [5, 7], although a causal model for dispersion, thereby taking losses into account, has
never been taken into account — as far as the authors are aware. In fact, we show herein that
losses deeply change the global behavior of the whole structure: the reflectance and transmittance
present completely different characteristics for these two distinct situations. The transmittance, in
particular, is strongly attenuated even for very small losses, thereby limiting the number of periods
that can be used. Furthermore, the forbidden bands also increase significantly when losses are
included. Accordingly, our main conclusion is that a causal model, that takes both dispersion and
losses into account, is an essential tool for the study of multilayered structures containing DNG
media.

2. ANALYTICAL APPROACH

For a simple interface between two isotropic media one has (nω/c)2 = k2
z +k2

x. As already mentioned
before, the sign for the root in n = ±√(εµ) depends on whether a DPS or a DNG medium is
considered.

One also has kz = n(ω/c) cos(θ), where θ is the incidence angle of the wave vector with respect
to the interface. For TE modes, the field components are given by

Ey = A exp(ikzz) + B exp(−ikzz), Hx = − kz

ωµ
[A exp(ikzz)−B exp(−ikzz)] (2)

where A and B are the amplitudes of the forward and backward traveling waves. After imposing
the boundary conditions to the field components as given by (2), we get

D1

[
A1

B1

]∣∣∣∣
z=0−

= D2

[
A2

B2

]∣∣∣∣
z=0+

(3)
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Figure 1: Structure containing N layers of isotropic media of thickness di and parameters εi, µi, repeated
over C periods of length Λ.

where Di is the transmission matrix for the i-th layer. For TE and TM modes, we have respectively

DTE
i =

[
1 1

ni

µi
cos θi −ni

µi
cos θi

]
, DTM

i =

[
cos θi cos θi

ni

µi
−ni

µi

]
. (4)

The field amplitudes at an interface can be then related through
[
A1

B1

]∣∣∣∣
x=0+

= D−1
1 D2

[
A2

B2

]∣∣∣∣
x=0−

. (5)

In order to apply these results to the structure defined in Fig. 1 it is also necessary to define the
propagation matrix Pi, to account for propagation inside the layer of thickness di

[
Ai

Bi

]∣∣∣∣
z=zi−di

= Pi

[
Ai

Bi

]∣∣∣∣
z=zi

, Pi =
[
exp (−ikzidi) 0

0 exp (ikzidi)

]
(6)

where kzi = ni(ω/c) cos(θi) and θi is the angle for the i-th layer so that kxi = ni(ω/c) sin(θi). For
a structure with a single period, the relation between the amplitude of the incident waves Ain and
Bin, at z = 0, and the transmitted waves Aout and Bout, at z = Λ, can be written as

[
Ain

Bin

]
= D−1

in D1P1D
−1
1 Dout

[
Aout

Bout

]
. (7)

Hence, the transmission matrix for the whole structure presented in Fig. 1 is

[
Ain

Bin

]
= M

[
Aout

Bout

]
, M = D−1

in

[
N∏

i=1

DiPiD
−1
i

]C

Dout. (8)

The transmittance and reflectance of the structure can then be obtained through (8). For left
incidence, Bout = 0 and the total reflectance R and transmittance T are given by

R =
∣∣∣∣
Bin

Ain

∣∣∣∣
2

Bout=0

=
∣∣∣∣
M21

M11

∣∣∣∣
2

, T =
∣∣∣∣
Aout

Ain

∣∣∣∣
2

Bout=0

=
∣∣∣∣

1
M11

∣∣∣∣
2

. (9)

The structure under analysis is periodic. Hence, according to Floquet’s theorem, the solutions of
the wave equations are of the form

EK(x, z) = Ek(z) exp (iKz + ikxx) (10)

with EK(z +Λ) = EK(z) and where K is the Bloch wavenumber. The periodicity can be expressed
as [

A1

B1

]

z=d1

= exp(−iKΛ)
[
A1

B1

]

z=d1+Λ

(11)
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which, combined with the previous matrix formalism (8), leads to

[
L11 L12

L21 L22

] [
A1

B1

]

z=d1+Λ

= exp(−iKΛ)
[
A1

B1

]

z=d1+Λ

, L = D−1
1

[
N∏

i=2

DiPiD
−1
i

]
D1P1, (12)

where a new matrix L was introduced. The problem then reduces to a simple equation: det[L −
exp(−iKz)I] = 0. Since

∣∣BAB−1
∣∣ = |A|, we get det(L) = 1 (i.e., L is unimodular, as expected,

since it relates two equivalent layers with the same index of refraction). The Bloch wave function
is finally obtained through the equation

cos(KΛ) =
1
2
tr(L). (13)

Henceforth only the case with N = 2 for a structure immersed in air, with a unit cell composed of
a DNG and a DPS layers, will be considered. Then, for TE modes, (13) reduces to

cos(KΛ) = cos (kz1d1) cos (kz2d2)− 1
2

(
µ1k2

µ2k1
+

µ2k1

µ1k2

)
sin (kz1d1) sin (kz2d2) . (14)

The Bloch wave number K defines propagating waves when Im{K} = 0 and evanescent waves
when Im{K} 6= 0. Whenever losses are taken into account, ε and µ become complex as well as
K. Strictly speaking, all wave solutions then become complex. Therefore, we introduce the ratio
Im{K}/Re{K} so that we can have a criterion to enable the distinction between propagating and
evanescent-like waves.

3. NUMERICAL RESULTS

In this section only TE modes on a structure, immersed in air, with C = 10 periods and N = 2
(Fig. 1) are numerically analyzed. The unit cell includes a DNG (ε1, µ1) slab, with a medium
described by (1), and a DPS (ε2 = 1.5, µ2 = 1) slab. The adopted numerical values for the
parameters were the following: ωep = 2π × 1010 rads−1, ωmp = 2π × 3.52 × 109 rads−1, ωeo =
2π× 108 rads−1, ωmo = 2π× 4× 109 rads−1 and 4.2 < f[GHz] < 5.2. To analyze the effect of losses,
two cases were studied: (i) γe = γm = 0 rads−1; (ii) γe = γm = 2π × 107 rads−1. The reflectance
and transmittance for the first case are shown in Figs. 2 and 3, respectively. The passbands and
stopbands that can be observed, which are typical of a multilayered structure containing DNG
media, decrease when the incidence angle increases. The results obtained for the reflectance and
transmittance reveal severe changes, even when both coefficients Im{ε}/Re{ε} and Im{µ}/Re{µ}
remain below 0.5%, as shown in Figs. 4 and 5. One should also stress that the transmittance curve
is the most affected due to the cumulative effect of losses introduced by each DNG layer of the
structure, therefore limiting the maximum length of the structure.

f GHz

0

3

R

f GHz

0

3

0

3

0

3

R

=

= π

θ

θ

Figure 2: Reflectance for γe = γm = 0 rads−1. Figure 3: Transmittance for γe = γm = 0 rads−1.
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Figure 4: Reflectance for γe = γm = 2π×107 rads−1.
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Figure 5: Transmittance for γe = γm = 2π ×
107 rads−1.

According to (14), the passbands corresponding to propagating Bloch waves are presented in
Fig. 6, case (i), and Fig. 7, case (ii), for several values of the incident angle. For the lossless case,
presented in Fig. 6, the passbands are defined as Im{K} = 0 and depicted in grey. When losses
are taken into account, the Bloch wave number becomes complex. Hence, in Fig. 7, that represents
case (ii), different tone grey areas are used to represent different criteria for the definition of
passbands, namely: (a) dark grey – Im{K}/Re{K} < 5%; (b) light grey – Im{K}/Re{K} < 10%.
A comparison between Figs. 6 and 7 reveals the significant effect of losses: the passbands change
with an increase width of the forbidden bands. Thus, a causal dispersion model has to be used in
order to derive the proper behavior of the structure, even when losses remain below 0.5%.

π

f [GHz]

θ

Figure 6: Passbands for γe = γm = 0 rads−1.

π

f [GHz]

θ

Figure 7: Passbands for γe = γm = 2π× 107 rads−1.

4. CONCLUSIONS

It was found that a causal Lorentz model, to account for both dispersion and losses in a DNG
medium, is an essential tool for a correct electromagnetic characterization of a multilayered struc-
ture when using these type of media. It has been shown that, even when very small losses are
introduced, significant changes do emerge. These losses affect the transmittance values and justify
an increase in the number of forbidden bands, and these effects must be taken into account when
these type of structures are used for filter design.
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Abstract— Using spacetime algebra, the Doppler shift, aberration and the refractive index
covariance, relating the co-moving and laboratory frames, are readily obtained. Lorentz trans-
formations and the cumbersome constitutive relations in the laboratory frame are circumvented
altogether. The theory of a moving double-negative medium (DNG) is developed by using a
lossless model to account for material dispersion. The normal surfaces and the Doppler effect
are analyzed. We show that a complex index of refraction may arise in the laboratory frame as
a result of a complex aberration effect. A physical interpretation for this new type of aberration
is also presented.

1. INTRODUCTION

In recent years, DNG (double-negative) media, theoretically proposed by Veselago [1], have become
a research topic of growing interest. In the electromagnetic theory of moving isotropic — either
DPS (double-positive) or DNG — media, negative refraction [2] and negative phase velocity [3]
are now well-known effects, although the influence of material dispersion has been neglected so
far. Čerenkov radiation in a lossy DNG medium was already addressed in [4]. Here we analyze
plane wave propagation in a moving DNG medium by considering a lossless dispersive model to
account for material dispersion. The laboratory frame moves with constant velocity relative to the
proper (or co-moving) frame where the medium is at rest and, hence, seen as a DNG medium. Our
main goal is to characterize this DNG medium from the perspective of the lab frame where it is
seen as a bianisotropic medium. However, to circumvent the cumbersome calculations that such
complex constitutive relations with magnetoelectric coupling impose, we will use the mathematical
approach of Clifford’s geometric algebra [5–7]. With this new formalism the vectors of Minkowski
spacetime (absolute vectors) are related to the vectors of regular space (relative vectors) in a
straightforward way. Using this new mathematical tool [5] we present a new method to obtain the
Doppler shift, aberration and the refractive index covariance relating the co-moving and laboratory
frames. All these effects are derived from a single geometric equation which depends exclusively
on the (absolute) wave and velocity vectors. Both the normal surfaces and the Doppler effect in
moving DNG media are analyzed for the first time, as far as the authors are aware. The analyses
presented in the literature so far only handle normal surfaces not taking into account the Doppler
effect. Herein, however, both effects interplay (as they should) and hence they have to be taken
into account at the same time. The normal surfaces of a moving isotropic medium have already
been analyzed by Chen [8]. However, in DNG media, the influence of dispersion on those surfaces
was never reported (to our knowledge). We also show how dispersion has a decisive role, namely
when the modulus of the refractive index is below one. In fact, in this case, a complex index of
refraction is obtained in the lab frame as a new complex aberration effect arises. For this particular
case the Doppler effect is, indeed, inconsistent: a real Doppler effect is found for the lab frame;
from the proper frame perspective, however, there is a complex Doppler effect. We claim that the
only consistent way to analyze this region is by taking losses into account. One should not forget
that causality is an important issue in DNG media: dispersion is correlated to losses, as shown
through the Kramers-Kronig relations [9]. Furthermore, we also stress that the distinction between
a medium with a negative-index of refraction and a DNG medium is mandatory whenever losses
are included [10].

2. SPACETIME ALGEBRA

Geometric algebra can be applied to an arbitrary space. For the Minkowski spacetime the algebra
is named C`1,3 or C`3,1, depending on the metric. We adopt the C`1,3 metric, i.e., for the unit
orthogonal vectors (e0, e1, e2, e3) we have: e2

0 = 1, e2
1 = e2

2 = e2
3 = −1. A general element of C`1,3,

which we call a multivector, is given by a (graded) sum of a scalar, a vector, a bivector, a trivector
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and a quadrivector. The geometric product is defined between any elements of C`1,3. This product
is associative and verifies the contraction property. The geometric product between two vectors is
defined as the sum of a scalar (the usual dot or inner product) with a bivector (resulting from the
outer or exterior product, ∧): ab = a · b + a ∧ b. A vector a, when aa > 0, is called a time-like
vector and, when aa < 0, is called a space-like vector. Therefore, a vector can be decomposed
as: a = a0e0 + ~a, where a0 is the time component and ~a = a1e1 + a2e2 + a3e3 is the spatial
component. With spacetime algebra there is a new way of relating spacetime (or absolute) vectors
with vectors of R3 (relative vectors). The geometric product of a vector with a unit time vector
gives a graded sum of a scalar with a bivector: ae0 = a0 + ~ae0. The relative “vector” is actually
the bivector A = ~ae0. In fact, R3 is isomorphic to the subspace of bivectors (e1e0, e2e0, e3e0) [5].
The scalar a0 and the bivector A are relative quantities, i.e., they are frame dependent. Within the
context of special relativity, the proper frame (f0, f1, f2, f3) moves with constant velocity relative
to the lab frame (e0, e1, e2, e3). Accordingly, an absolute vector has a different representation in
different frames. For our analysis we will only introduce two absolute vectors: the wave vector
k = (ω1/c)(e0 + ~n1) = (ω2/c)(f0 + ~n2). and the velocity vector of a material point in the lab frame
u = ce0 = γ(cf0 − β~u), where γ = 1/

√
1− β2 and β = v/c is the normalized velocity between

frames. According to reversion, an operation that verifies the properties (ab)∼ = ba, Ã = −A
and ã0 = a0, relative quantities are related by

(ke0) (ue0)
∼ = (kf0) (uf0)

∼ . (1)

Furthermore, ue0 = c, uf0 = γc(1 − βÛ), ke0 = (ω1/c)(1 + n1N̂1), kf0 = (ω2/c)(1 + n2N̂2),
where Û is the relative velocity “vector” and Ni = niN̂i is the relative refractive index “vectors”.
Then, according to (1), ω1(1 + n1N̂1) = γω2(1 + n2N̂2)(1 + βÛ) and hence





ω1 = γω2

(
1 + βn2N̂2 · Û

)

n1N̂1 = γ ω2
ω1

(
n2N̂2 + βÛ + βn2N̂2 ∧ Û

)
.

(2)

The Doppler effect is explicitly obtained in (2). Solving (2), we get

n1N̂1 =
n2N̂2 + βÛ + βn2N̂2 ∧ Û

1 + βn2N̂2 · Û
. (3)

All terms in (3) are bivectors. The term N2 ∧ Û. is the exterior product of two bivectors and,
in this case, it is also a bivector. Nevertheless, bivectors N2 and Û are time-like whereas N2 ∧ Û
is space-like. From (3), after calculating N′N′ and N · Û, we get

n2
1 =

n2
2

(
1− β2 sin2 θ2

)
+ 2βn2 cos θ2 + β2

(1 + βn2 cos θ2)
2 , cos θ1 =

1
n1

n2 cos θ2 + β

1 + n2 cos θ2
, (4)

where θi is the angle between Ni and Û. Since both Equations (4) are still valid with the transfor-
mation n1 ↔ n2, θ1 ↔ θ2 and β ↔ −β, we obtain, after some simple algebra, the more traditional
expressions

n1 =
−ξβ cos θ1 ±

√
1 + ξ (1− β2 cos2 θ1)

1− ξβ2 cos2 θ1
, tan θ1 =

1
γ

sin θ2

cos θ2 + β/n2
, (5)

where ξ = γ2(n2
2 − 1). The plus (minus) sign in (5) corresponds to a DPS (DNG) medium.

3. DISPERSION EFFECT

The following dispersive model (in the proper frame) is used throughout [11]: ε(Ω) = 1− (Ωp/Ω)2,
µ(Ω) = 1 − FΩ2/(Ω2 − 1), where Ω is the normalized frequency Ω = ω2/ωm, ωm is the magnetic
resonance frequency, and the parameter Ωp, given by Ωp = ωp/ωm, is the normalized electrical
resonance frequency. The numerical values F = 0.56 and Ωp = 5/2 were also adopted. According
to this model, the medium behaves as DNG for 1 < Ω < (1 − F )−1/2. In the proper frame
the refractive index is n2 = ±√εµ, the negative (positive) sign is chosen if the medium is DNG
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(DPS). The results for the problem under consideration depend on two parameters: the emitted
frequency Ω and the relative velocity β between frames. The polar plots of the phase velocity,
given by vp = c/n1, and the frequency shift, given by the parameter 1 + z = ω1/ω2, are presented
in Fig. 1 for β = 0.3. This polar diagram has a simple graphical interpretation: in the lab frame
and for a given direction, the receiver recognizes the frequency received and the corresponding
phase velocity. The frequency surfaces reveal a complementary variation to the normal surfaces.
For relative velocities above the phase velocity (the Čerenkov point), as is in Fig. 1(a)), double
solutions occur for some angles (not only for the normal surfaces but also for the frequency plot).
However, this type of solution occurs in the first quadrant for the normal surfaces and in the third
quadrant for the frequency surfaces. For Ω ≈ 1 the index of refraction presents high values, thereby
leading to a low phase velocity. This explains why in Fig. 1(a) the Čerenkov point is crossed for low
values of β. By increasing the frequency the index of refraction decreases and hence the Čerenkov
point is not crossed anymore, Fig. 1(b). In Fig. 1(c), the case where the index of refraction is very
close to one is shown and two isotropic-like surfaces occur as expected.

p
v c

1.05 1.10
1.30

p
v c

p
v c

1+z 1+z

1+z

Ω =Ω =
Ω =

(a) (b) (c)

Figure 1: Normal and frequency surfaces for β = 0.3.

For lower values of the index of refraction a new effect may occur: in (5), if the argument of
the square root is negative, the index of refraction becomes complex. This occurs for |n2| < β < 1
and implies that complex Doppler and aberration effects are present. However, the Doppler effect
described in terms of the proper frame parameters, ω1 = γω2(1 + n2β cos θ2), seems to predict
only real frequencies. Indeed, these two approaches are not consistent as only one of them predicts
complex values. In what follows we will present a physical explanation that will shed light on this
matter. Let us assume that θ2 is complex: θ2 = θ′2 + iθ′′2 . According to aberration (5), a complex
angle in the lab frame has a real representation in the proper frame whenever

Im
(

1
γ

sin θ2

cos θ2 + β/n2

)
= 0 ⇒ cosh(θ′′2)

cos θ′2
= − β

n2
. (6)

One can then conclude from (6) that, for |n2| < β, a complex angle can have a real representation
in the lab frame. This is the same limit as predicted before. Accordingly, the problem at hand is
actually consistent as long as we allow for the existence of complex angles in the proper frame. A
complex angle in the proper frame implies a complex index of refraction which means that losses
must be taken into account. This is not surprising at all: in fact, whenever dispersion is included in
the analysis, causality implies that we should have a lossy medium according to the Kramers-Kronig
relations. Our main conclusion is that losses must be accounted for so that the entire problem can
be formulated in a consistent way.

4. CONCLUSIONS

The influence of dispersion on a moving DNG medium was discussed. Using the formalism of
spacetime algebra, a new simple derivation of the Doppler effect, aberration and refractive index
covariance was presented. The normal surfaces and the Doppler effect were studied from the lab
frame perspective. By representing these two effects in the same polar plot a complementary be-
havior was found between the two surfaces. It was shown that the influence of frequency dispersion
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deeply changes the nature of the problem. For emitted frequencies that correspond to high values
of refractive index, the relativistic effects start to occur for lower velocities between frames. On
the other hand, for a frequency band where |n2| < β a new result was reported: the Doppler
and aberration effects can be complex. We found that aberration can indeed relate complex an-
gles (measured in the proper frame) with real angles (measured in the lab frame). We claim that
a proper interpretation of this problem requires that losses should be taken into account in our
dispersion model, so that causality is respected as imposed by the Kramers-Kronig relations.
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radiation in materials with negative permittivity and permeability,” Opt. Express, Vol. 11,
No. 7, 723–734, April 2003.

5. Doran, C. and A. Lasenby, Geometric Algebra for Physicists, Cambridge University Press,
Cambridge, 2003.

6. Paiva, C. R. and M. A. Ribeiro, “Doppler shift from a composition of boosts with Thomas
rotation: A spacetime algebra approach,” Journal of Electromagnetic Waves and Applications,
Vol. 20, No. 7, 941–953, 2006.

7. Matos, S. A., M. A. Ribeiro, and C. R. Paiva, “Anisotropy without tensors: a novel approach
using geometric algebra,” Opt. Express, Vol. 15, No. 23, 15175–15186, 2007.

8. Chen, H. C., Theory of Electromagnetic Waves: A Coordinate-Free Approach, 229–314,
McGraw-Hill, New York, 1985.

9. Peiponen, K.-E., V. Lucarini, E. M. Vartiainen, and J. J. Saarinen, “Kramers-Kronig relations
and sum rules of negative refractive index media,” Eur. Phys. J. B, Vol. 41, 61–65, September
2004.

10. McCall, M. W., A. Lakhtakia, and W. S. Weiglhofer, “The negative index of refraction demys-
tified,” Eur. J. Phys., Vol. 23, 353–359, May 2002.

11. Shadrivov, I. W., A. A. Sukhorukov, and Y. S. Kivshar, “Guided modes in negative-refraction-
index waveguides,” Phy. Rev. E, Vol. 67, 57602, May 2003.



Progress In Electromagnetics Research Symposium, Cambridge, USA, July 2–6, 2008 889

Wide Band Gap Semiconductor High-power Coherent THz Source

V. I. Litvinov1, H. Morkoc2, and J. Xie2

1WaveBand Division, Sierra Nevada Corporartion, 15245 Alton Pkwy, Irvine, CA 92618, USA
2Department of Electrical and Computer Engineering, Virginia Commonwealth University

601 West Main Street, Room 338, P.O. Box 843072, Richmond, Virginia 23284, USA

Abstract— Formation of the electrical domains in semiconductor superlattices prevents Bloch
oscillations to occur. Despite this, it is practical to explore a microwave source where the domains
themselves may provide high-frequency operation. Negative differential dc-conductivity (NDC)
in semiconductor superlattices has proven to cause traveling electrical domains oscillations at
147GHz in InGaAs/GaAs device. High-power operation requires the use of materials capable
of withstanding large current/voltage swings. Therefore, the wide band gap semiconductor is
a material of choice for the active region of the device. We study III-Nitride material system,
a wurtzite (0001) AlGaN/GaN superlattice, where the polarization fields affect the dynamics
of miniband electrons. Polarization fields stem from the bulk spontaneous polarization and the
lattice-mismatch-induced piezoelectric component. We explore the short-period GaN/AlGaN
Stark superlattice as a potential high-power sub-millimeter wave source. We calculate the electron
energy, width of the first miniband, and the mobility-field relation. These results create a base
for simulation of the source performance using the Atlas-Silvaco package capable of simulating
Gunn-type devices. Superlattice source performance (oscillation frequency and power efficiency)
depends on the material parameters of its active region and could be of (500–600) GHz with the
intrinsic power efficiency of (9–18)%. The frequency of the output signal is tunable by an applied
voltage and a series resistance. The GaN superlattices have been grown and characterized. It
is shown that the dc-current-voltage characteristics have NDC region that is the prerequisite for
the formation of electrical domains.

1. INTRODUCTION

Since the negative differential dc-conductivity (NDC) in semiconductor superlattices (SL) was
found [1], the study of traveling electrical domains in SLs [2–4] resulted in fabrication of a 147 GHz
InGaAs/GaAs microwave source [5]. The output power of this device depends on the current and
voltage swings in the NDC region. High-power operation requires the use of materials capable of
withstanding large current/voltage swings. Therefore, the wide bandgap semiconductor, for exam-
ple GaN, is a material of choice for the active region of the SL sources designed for high power
operation. In addition, the performance of GaN-based electronic and optoelectronic devices is less
sensitive to a high dislocation density as compared to their GaAs-InAs counterparts.

III-Nitride material system for high-frequency source was proposed in [6, 7]. In this paper we
further explore the short-period GaN/AlGaN Stark SL as a perspective high-power sub-millimeter
wave source. We calculate the electron band dispersion, the width of the first miniband, and the
mobility-field relation in GaN-based SL. These results create a base for simulation of the source
using the Atlas-Silvaco semiconductor simulator. The SLs have been grown, characterized, and
their dc current-voltage characteristics are reported.

2. MOBILITY-FIELD RELATION AND OSCILLATION SPECTRA

The electron mobility in a dc-biased SL is given in Ref. [8, 9]. It can be approximated by a standard
model used for Gunn diode simulations:

µ(F ) =
µ0 + (vsat/F ) (F/Fcrit)

2

1 + (F/Fcrit)
2 . (1)

The structure under study comprises fifty 24 Å-long periods (L = 0.12µm) of AlGaN/GaN su-
perlattice. The SL with Al-content of x = 0.42 has the following characteristics: Fcrit = 100 kV/cm,
µ0 = 50 cm2/Vs, vsat = 10 cm/s. Complete screening of the polarization fields (flat-band SL) leads
to a 10% decrease in the miniband width (low-field mobility). That slow change allows neglecting
the carrier concentration dependence of the SL parameters. Both sides of the sample are connected
to highly doped (1019 cm−3) 0.01µm-thick layers to provide good ohmic contacts. Additional p-
doped layer (p = 1.5∗1017 cm−3 in Fig. 1) prevents spillover of electrons from the metal contact.
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Figure 1: Spatial distribution of the electron (solid) and doping (dashed) concentration at consecutive times:
1-3T/8, 2-T/2, 3-3T/4, 4-7T/8, where T is the period of oscillations.

The lattice temperature is assumed to be 300 K. The spatial electron density and time evolution of
the electrical domains in a 4.7 V-biased SL is shown in Fig. 1.

As shown in Fig. 3, at low current density the device reveals coherent oscillations. The spectrum
becomes rich when current increases as illustrated in Fig. 4.
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Figure 2: Current oscillations.
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Figure 3: Power spectrum of a superlattice, J =
100 kA/cm2.

Oscillation frequency illustrated in Fig. 4 correlates with the average current through the device.
For instance, the current of 800 kA/cm2 results in the main harmonic of 400 GHz. Note, that the
GaN material system allows withstanding high voltage and current.

From simulation results it is possible to estimate the power characteristics of the diode, namely,
RF output

power Pf = JswVsw

8 , and intrinsic power efficiency η = Pf

Pdc
. If we take as an example the SL with

harmonic oscillations at 200GHz (see Fig. 3), then for the typical mesa area of 100µm2 we have
Pf = 12.5mW and η = (3 − 6)%. This estimation shows that this type of oscillator may provide
high coherent output power. However, what is more important is that if we relax our requirement
to pure harmonic oscillations, it is possible to get high-harmonic output at high frequency and
efficiency (as shown in Fig. 4: 18.6% at 500 GHz, 16.3% at 485 GHz, and 9.3% at 635 GHz). The
estimations do not account for matching to an external circuit (waveguide or free space) and for
the dc voltage drop on lump elements external to a superlattice. The device is tunable with the
applied dc-voltage and each harmonic can be fetched by an appropriate resonant cavity.

3. EXPERIMENTAL RESULTS AND CONCLUSIONS

We have grown and characterized the AlGaN/GaN SLs. The typical dc I-V curve is shown in Fig. 5.
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The dc- IV characteristics reveal an NDC region shown in Fig. 5. That makes possible to achieve
self-sustainable current oscillations in GaN-based SLs.

Figure 5: Dc current-voltage characteristics of an AlGaN/GaN superlattice diode.

In conclusion, we discussed the feasibility of sub-millimeter wave high power signal generation
by of III-Nitride superlattices. GaN-based submillimeter wave source promises high-power and high
efficiency performance. The frequency of the output signal is tunable by an applied voltage. The
electrical characteristics of the device in the NDC region require further study toward the source
fabrication and microwave characterization.
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Abstract— In recent years, nickel has found new applications in RF microfabricated filters and
MEMS switches, as it is proving to be a convenient structural material and suitable for realizing
power-efficient electrothermal buckle-beam microactuators. While nickel is becoming a material
of choice for processing engineers, there is a serious issue of RF characterization at microwave
frequencies. This paper investigates some of the issues associated with both measurement and
modelling of nickel. It has been found that RF engineers are currently faced with the problem that
there is insufficient data available to undertake simulation designs with a high level of confidence
at microwave frequencies.

1. INTRODUCTION

Nickel has for many decades been used for realizing ferrites, employed in radio frequency (RF)
applications, due to its high magnetic permeability at low frequencies. However, in recent years,
electroplated nickel has been used as a structural material in RF microfabricated circuits [1] and
even radio frequency microelectromechanical systems (RF MEMS [2]) applications [3–5]. With the
former, at around 30 GHz, weakly magnetized nickel has twice the surface resistance of silver or
copper, but is chemically and mechanically more robust [1]. Moreover, it has a relatively small
deleterious effect [1]. Also, when used in electrothermal buckle-beam microactuators, since nickel’s
thermal expansion coefficient is approximately five times greater than that of polysilicon, the same
displacements can be obtained at a much lower temperatures [5]. Therefore, its use in RF transmis-
sion lines and microactuators permits co-fabrication, having the same lithographic steps [5]. On the
other hand, creep and high-cycle fatigue of nickel structures, particularly at elevated temperatures,
may still limit their use in electrothermal microactuators for some applications, due to the impact
on their reliability and lifetime [5].

It is very important for the RF designer to understand and know the frequency characteristics of
all the materials to be employed in the development of a future device, circuit or system. Surpris-
ingly, very little has been reported on the magnetic permeability of nickel. A survey of textbook
values is given in Table 1, along with additional data from a leading commercial 3D electromagnetic
simulation software package: Ansoft’s High Frequency Structure Simulator (HFSSTM).

Table 1: Textbook survey of dc bulk conductivity and magnetic relative permeability.

Reference σo [S/m]× 10−7 µr

Brown et al. [1] 1.4 1

Olver [6] 1.15 50

Carter [7] 1.28 600

Popovic and Popovic [8] 1.28 600

HFSSTM [9] 1.45 600

Clearly, within Table 1, very little consensus exists on the combined values of dc bulk conduc-
tivity and magnetic relative permeability. Indeed, with the latter, no information is given as to
whether the values represent dc values. Also there is no information on how the nickel was de-
posited or its level of purity. This makes the design of nickel structures for microwave applications
very difficult indeed. This paper tries to address the issue of characterizing the frequency dispersive
nature of magnetic permeability for nickel.

2. GENERAL FREQUENCY BEHAVIOUR

When an alternating magnetic field is applied, at low frequencies, the magnetic domains respond
to it and produce a high permeability material. This works up to hundreds of megahertz with
insulating ferrites but only up to a few kilohertz for conducting ferromagnets like nickel. The initial
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permeability is measured with almost no externally applied magnetic field, where the domain walls
are just beginning to move from their equilibrium state. The present investigation is concerned
with the measurement of the initial permeability in small magnetic fields, where all boundary
movements are reversible. At low frequencies the permeability is high, because the domains can
follow the applied field. As frequency increases, movement of the domains lag behind the applied
field and the resulting increase in loss, caused by friction, is represented by the associated increase
in the imaginary part of initial permeability. At infrared frequencies and shorter wavelengths, the
domains cannot follow the applied field and so there is no loss from trying to follow it and the
relative initial permeability approaches unity. Therefore, the dc value of initial permeability must
fall off as frequency increases and the greatest frequency dispersion generally occurs between 0.1
and 10 GHz; the decrease in permeability for nickel is in the neighbourhood of 1GHz [10].

3. SURVEY OF MEASURED MICROWAVE DATA

Scientists have been investigating the properties of magnetic materials for a century. In 1951,
Bozorth collated all the data that was available during that time for the frequency dispersion
characteristics of permeability. The collated graphs are reproduced in Fig. 1 [10].

FREQUENCY [Hz]

Figure 1: Measured frequency characteristics of initial permeability for nickel [10].
(+ Arkadiew [11], ∇ Simon [12], N Hodsman et al. [13])

From Fig. 1, it can be seen that the frequency behaviour does indeed show a low frequency
value that drops off at around 1 GHz. However, at any one frequency, the results from different
researchers give large discrepancies in their measured values. Surface conditions are thought to be
an important factor at microwave frequencies. For example, a thin oxide film, formed on the metal
during heat treatment, may cause the apparent permeability to decrease by a factor of 10 [10].
Moreover, Arkadiew also noted an increase of high-frequency permeability when magnetic material
is annealed [11].

This inconsistency in measurement data makes the characterization of nickel very difficult. The
following reviews some of the experimental approaches undertaken and highlights key findings.

3.1. Arkadiew [11]

Back in 1919, reflectivity measurements were performed by Arkadiew with fine wire gratings made
from ferromagnetic materials. Here, initial permeability was shown to decrease from 20 at 0.41 GHz
down to approximately 1.2 at 12.3 GHz [11]. Unfortunately, the reflection coefficients from ferro-
magnetic and non-ferromagnetic metals, having medium to high conductivities, for both plane and
guided waves, do not differ sufficiently to allow direct measurement [13].
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3.2. Hodsman et al. [13]
In 1948, measurements are carried out by comparing the attenuation constants of 1.4m length
coaxial transmission lines having an inner conductor made from 99.5% purity nickel and reference
nonferromagnetic (e.g., constantan or German silver) wire. Here, the attenuation constants are
derived from circles on an impedance Smith chart, which were produced by measuring the standing-
wave patterns in the transmission line for different positions of a movable short circuit that were
then transformed into values of input impedances. The results are given in Table 2. Calculations
showed that the probable error in the recorded values for permeability is of the order of 15% for
nickel.

Table 2: Measured initial permeability [13].

Frequency

[GHz]
dc 3.356 3.374 3.956 4.545 5.062 5.564 6.522 8.772 9.615 10.084

Initial

Permeability
17 8.3 7.5 5.6 5.0 4.1 3.4 3.0 1.5 1.03 1.0

3.3. Hsu et al. [14]
Hsu et al. recently attempted to model the 20 to 40 GHz frequency band power loss behaviour of 8,
10 and 16 mm length nickel CPW transmission lines [14]. A high-resistivity silicon (HRS) substrate
was employed that also has a 300 nm layer of thermally grown silicon dioxide. The nickel lines are
deposited by electroplating a low-stress 2µm thick nickel layer on top of a thin Ti/Ni (80/50 nm)
seed layer. The feed lines were made from gold, using a low-stress RF sputtering process. Parameter
extraction techniques were then used to determine values of relative initial permeability within a
20 to 40 GHz frequency range of interest.

While this may at first appear to be a valid approach, on closer inspection there are a number
of issues. For example, on the experimental side, bond-wires or air bridges were not introduced
at the launch discontinuities or at regular intervals along the line in order to suppress unwanted
slot-line modes. Also, it can be assumed that the RF on-wafer measurement samples were tested
directly on a metal wafer chuck. As a result, while the lowest-order TM mode can be calculated to
be approximately 61 GHz, for an ideal lossless 500µm thick silicon wafer [15], the onset into this
mode will be seen at much lower frequencies, due to the dramatic reduction in the resistivity of the
HRS silicon wafers ρs caused by the high temperatures involved in the growth of the silicon oxide
layer. In theory, the dielectric constant of the HRS εrs will also change. Finally, no mention was
made of the level of nickel oxidation immediately prior to measurement.

4. MODELLING STRATEGIES

4.1. Relaxation-effect Models
The speed at which the boundary movements can follow a high frequency alternating field must
ultimately depend on the speed at which the spin rotations can be accomplished. As the period
of the applied magnetic field approaches the relaxation time of the spin rotations, the boundary
movements lag further behind the applied field and the apparent permeability would decrease to
unity.

Frequency dispersion of initial permeability, µ, for ferromagnetic materials was first proposed
by Becker with the following overly simplified model [16]:

µ(ω) =
µ(0)

1 + j(ω/ωc)
and µ(ω) ≡ µ(ω)′ − jµ(ω)′′ ≡ (1 + χm(ω)) (1)

where µ(0) = initial permeability at dc and ωc = critical frequency, which is a function of the
domain length and dc characteristics of the material [13]. For nickel, a very approximate fit can be
obtained with fc = ωc/2π ∼ 0.5− 1.6GHz, indicating a domain length of ∼ 4µm [13].

This rather crude model can be improved upon by using the following well-known Drude model
for magnetic susceptibility, χm(ω):

χm(ω) =
χm(0)

1− (ω/ωo)2 + jωτ
where τ =

1
ω2

oτo
and χm(ω) ≡ χm(ω)′ − jχm(ω)′′ (2)
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where χm(0) = static magnetic susceptibility, ωo = resonance frequency and τo = characteristic
damping time.

4.2. Parameter Extraction Techniques

Hsu et al. adopted a brute-force approach to characterizing the relative initial permeability, µr,
of nickel. First, a value for dc bulk conductivity of σo = 7.99 × 106 S/m was extracted from
over-simplified multimeter measurements of line resistance. It should be noted that this value is
considerably lower than those quoted in Table 1. If one employs the standard 4-point probe test
approach then a more accurate value for dc bulk conductivity can be determined. The authors
expected a value of 14.5×106 S/m, which represents an 81% increase in value. This could potential
cause a source of error. The attenuation constant of a CPW line, due to conductor loss, is directly
proportional to surface impedance and this, in turn, is directly proportional to

√
µr/σo. Therefore,

any error in their extracted value of conductivity could be translated directly to their value of
relative initial permeability.

Second, a loss tangent value of tan δ = 10×10−4 for the HRS was extracted by modelling a 15 mm
length non-ferromagnetic (i.e., gold) CPW line using HFSSTM. Using the measured value of σo for
the nickel and the extracted value tan δ for the HRS, Hsu et al. extracted a frequency-independent
value of µr = 1.7 for the relative initial permeability of nickel.

It is well known that HFSSTM can produce results that do not conform to measurements, due
to problems when assigned boundary conditions, wave port dimensions, solve functions, solution
frequencies, convergence targets, etc. [17]. As a result, by entering wrong values of ρs, εrs, σo and µr

it is possible to force simulation results to exactly match measurements within narrow bandwidths,
especially when transmission phase angle is not considered.

Hsu et al. also performed analytical calculations of attenuation constant due to conductor loss,
based on the work of Holloway et al. [18]. Using this alternative method, Hsu et al. determined
another frequency independent value of µr = 2.1 for the relative permeability of nickel.

On closer inspection, both the simulated and calculated frequency responses only manage to
cut across the measured frequency responses, within the 20 to 40GHz frequency range of interest.
In other words, exact fits only occur at a single frequency, and this frequency changes with length
of transmission line. It can, therefore, be concluded that the extraction technique as described
and the resulting values for relative permeability cannot be considered accurate, even though these
values are close to the expected value of unity.

5. CONCLUSIONS

Frequency dispersion characteristics of magnetic permeability for nickel have been investigated,
from the issues of measurement and modelling. It has been found that RF engineers are currently
faced with the problem that there is insufficient data available to undertake simulation designs
with a high level of confidence at microwave frequencies. While some experimental data exists for
the real part of the relative initial permeability, there is still considerable uncertainly as to how
this relates to the deposition process, material purity and level of oxidation. Moreover, to the best
of the author’s knowledge, no measured data exists for the imaginary part of permeability. The
well-known Drude model is expected to be able to give an empirical fit to future experimental data.
In addition, extraction techniques using 3D electromagnetic modelling software may offer another
way forward. Here, both the magnitude and phase angle of the transmission characteristics for
impedance-matched transmission lines must be considered, in order to be able to produce frequency-
dependent complex values of permeability at microwave frequencies.
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Abstract— We have created inverse source methods which have the potential for non-surgical
recovery of brain activity using magnetoencephalogram or electroencephalogram recordings. Our
objective is to enable an amputee to operate an artificial limb with his thoughts. To test the
theory we developed computer simulations of two inverse source methods which use measurements
taken outside the skull to recover simultaneously the orientation and precise time profile of current
dipole sources in the brain tissue. These computer simulations assumed a layered spherical model
of the head with the permittivity of the brain and bone tissue regions being derived from Gabriel’s
Cole-Cole model [2].

We first solved the forward problem, starting with the Hirvonen expansion [3] of the vector
potential of an array of arbitrarily oriented dipoles in terms of vector spherical harmonics [7]. By
changing the indices of summation we found that we could predict, through the solution of the
inside-to-outside boundary value problem [1], the electric and magnetic fields outside the head
that are created by brain activity.

For the inverse problem, we use a mathematically infinite family of interrogating vector fields that
satisfy the vector Helmholtz equation in each tissue region. These vector fields and their curls
have tangential components which are continuous across tissue interfaces. For each interrogating
vector field at each frequency, there is a linear equation relating measurements outside the head
to the vector of current components on each of the generally oriented dipoles. These dipoles
simulate neuronal activity of the model brain. We created more equations than unknowns. As a
check on our Gauss divergence theorem-based equations, we made sure that the outside-the-head
surface integrals matched the brain tissue volume integrals. We then solved the large matrix
equation for the a priori unknown dipole currents, using a modification of the singular value
decomposition program written by Argonne National Laboratory.

We show the basic equations relating surface measurements to neuronal currents. Our recov-
ery of neuronal orientation and Hodgkin-Huxley-generated current moments matched to many
significant digits.

We have used similar equations to go from head surface voltage distributions derived from elec-
troencephalogram recordings to neuronal current vectors, and these use solutions of the scalar
Helmholtz equation in each tissue region as the means of interrogating the scalp surface voltage
distribution. The boundary conditions used in this scalar method are that both the scalar and
vector potentials are continuous across boundaries.

1. BIOPHYSICAL MODEL

Brain, skull, and other tissue regions of the human head are dispersive materials at brain activity
frequencies [2]. Our model determines and makes use of the frequency-dependent complex permit-
tivities of different tissue regions when solving the boundary value problem, yielding the electric
field E and magnetic field H outside the head that are stimulated by internal brain waves.

We programmed the original 1952 Hodgkin and Huxley formulation description of nerve axon
activity [4], using the stiff differential equation subroutines of Morris [5]. The dependent variables
in this model are transmembrane voltage, potassium and sodium channel access probabilities, and
channel inhibition probabilities. The neuronal currents that stimulate the magnetoencephalogram
are then derived from the voltage differential equation as the product of the transmembrane capac-
itance and the voltage derivative. To achieve good accuracy and stability using the stiff differential
equation package developed by Morris [5], we used analytical, closed-form Jacobians in this solver.

Hodgkin and Huxley provided values of parameters for the above system of differential equations
([4], page 520).
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In addition to using the complete Hodgkin and Huxley model, we also used a data-derived
non-physiological Rinzel model [6] as modified by Wilson [8]. The parameter values chosen for the
Rinzel model were numerically fitted to produce good approximations of the human neocortical
neuron action potential. The computer program reproduced the human neocortical neuron action
potential with a constant input current I in the Rinzel voltage equation of 1.57 nano Amperes.
This Rinzel system was solved successfully without resorting to the stiff differential equation solver
of Morris [5].

2. MATHEMATICAL INVERSION METHOD

To recover brain activity through the skull, we need to interrogate, or derive information from, the
electromagnetic fields outside the head that were stimulated by brain activity. For this purpose,
we used members of an infinite family of interrogating vector fields M which all satisfied the
vector Helmholtz equation in each tissue region and had the property that they and their curls
had tangential components that were continuous across tissue interfaces. Thus, for a set of dipoles
representing neurons, the volume and surface integral relationships are

∫

∂Ω
[M × curl(E)−E × curl(M)] · n darea

=
∫

Ω
−M · curl[curl(E)] + E · curl[curl(M)]dvolume

=
∫

Ω
−M · curl(iωµ0H) + E · k2Mdvolume

=
∫

Ω
−M · iωµ0(−iωεE + Jbrainwave) + E · k2Mdvolume

=
∫

Ω
−M · k2E −M · (iωµ0Jbrainwave) + E · k2Mdvolume

=
∫

Ω
−iωµ0M · Jbrainwavedvolume

=
Q∑

q=1

−iωµ0pq(ω)[Mx sin(αq) cos(βq) + My sin(αq) sin(βq) + Mz cos(αq)]

=
Q∑

q=1

MxPx(q, ω) + MyPy(q, ω) + MzPz(q, ω)

(1)

Table 1 shows a comparison between the area integral above and the sum which is the evaluated
volume integral above.

Table 1: Comparison of surface S(ω) integrals and evaluated volume V (ω) integrals in (1) for two frequencies.

S(1079.4306) (−7.513096429263251− 6.310030795022107i)× 10−9

V (1079.4306) (−7.513096432396249− 6.310030799265132i)× 10−9

S(9714.8755) (−9.090836630124369 + 3.925661599580988i)× 10−8

V (9714.8755) (−9.090836626263916 + 3.925661622573461i)× 10−8

The system of equations representing equality of each side of (1) is solved for the a priori
unknown complex current amplitudes for each neuronal source

(Px, Py, Pz)(q, ω) = −iωµ0pq(ω)(sin(αq) cos(βq), sin(αq) sin(βq), cos(αq)) (2)

We solve for the complex vector current components Px, Py, and Pz at each frequency ω for each
dipole index q and solve for the orientation angles αq and βq. In numerical tests, αq and βq have
been the same for every frequency ω, which serves as a confirmation of the mathematics. If real
data exhibit this feature, we could exploit it to speed up the algorithm. We give a sample of the
complex current recovery in Tables 2 and 3.
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Table 2: Comparison of recovered and actual complex current amplitudes Px, Py, and Pz for a test dipole q
at frequency ω = 1079.4306.

Px recovered (−4.55075342692135 + 0.609023465847673i)× 10−6

Px actual (−4.55075313768083 + 0.609023160131540i)× 10−6

Py recovered (−3.42923867493659 + 0.458931766801319i)× 10−6

Py actual (−3.42923845791739 + 0.458931868923525i)× 10−6

Pz recovered (−1.41034411501906 + 0.188745049963244i)× 10−5

Pz actual (−1.41034415856988 + 0.188745078086793i)× 10−5

Table 3: Dipole orientation prediction and the actual orientation angles (in degrees).

(α, β) recovered (22.0, 37.0)
(α, β) actual (22.0, 37.0)

3. A COMPUTER SIMULATION OF THE INTERROGATING VECTOR FIELD
METHOD FOR NONSURGICAL BRAIN ACTIVITY RECOVERY

To test our brain activity inversion program, we place a computer-generated cortical neuron trans-
membrane current on three arbitrarily oriented and arbitrarily located dipoles. We solve the forward
problem by exact formulae to find the electric and magnetic fields outside the skull which are
stimulated by the brain activity. We then, with our brain activity inversion program, attempt
to recover the generating trans-membrane currents using brain-activity independent interrogating
vector fields. In Figure 1 we display the overlayed graphs of (i) the original stimulating trans-
membrane and (ii) our attempt to recovery this trans-membrane current for one of the dipoles.
The graphs are visually indistinguishable.
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Figure 1: Overlayed graphs of stimulating trans-membrane current and recovered current for a dipole. The
graphs are visually indistinguishable.
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Abstract— The specific aim of the present work concerns the effectiveness of low frequency
electromagnetic fields treatment to modify biochemical properties of human keratinocytes (Ha-
CaT).

Cells exposed to a 7 Hz electromagnetic field and 9.2 µT static magnetic field (Bo) and 9 for
one hour (twice daily), showed by Scanning Microscopy modification in shape and morphology;
these modifications were also associated to different actin distribution revealed by phalloidin
fluorescence analysis.

Indirect immunofluorescence with fluorescent antibodies against involucrin and β catenin, both
differentiation and adhesion markers, revealed an increase in involucrin and β catenin expression,
supporting that exposure to electromagnetic field carries keratinocytes to an upper differentiation
level.

1. INTRODUCTION

In the last twenty years there has been an increasing interest to investigate the possible effect
of extremely low frequency (ELF) electromagnetic and magnetic fields (Chiabreara et al. 1985,
Zhadin 2001) on human health. The experimental approach to the electromagnetic field (EMF)
effects on living systems is complicated by various reported non linearities (intensity, frequency
and time windows of the fields) and peculiarities (cell type, age, treatment) so that extrapolation
or replications among laboratories can hardly be made. The possible mechanisms of the induced
effects are still not known, although a number of theoretical models have been proposed (Glaser
1992, Liburdy 1992, Barnes 1996,). This may be partially due to the difficulties in demonstrating
reproducible results.

The aim of the present work is to clarify the action’s mechanism at cellular level of an electrother-
apy procedure performed by an electro-medical device still in clinical use and so easily reproducible
in each bio-physical setting like frequency, intensity and exposure’s time.

Moreover a second aim of this work is to validate the effectiveness of the current clinical appli-
cation protocols.

This work concerns the effect of 7 Hz electromagnetic field exposure on morphological and bio-
chemical properties of normal human keratinocytes.

Keratinocytes (HaCaT) are epithelial cell line, ideal to understand if a physical agent such as
electromagnetic field exposure (7 Hz) can interfere with cell morphology, biochemistry and modulate
keratinocytes differentiation.

Our results indicate that two ours exposure daily to 7 Hz electromagnetic field could be respon-
sible to a different morphological and cytoskeletal assept on HaCaT, together with the increase in
involucrin expression, suggesting that EMF brings such cells at an upper differentiation level.

This data strongly support the efficacy of 7 Hz therapy for the treatment of skin deseases as well
as a co adjuvant in the therapy of undifferentiated deseases.

2. MATERIALS AND METHODS

2.1. Cell Cultures

Cells were grown in Serum Free Medium (GIBCO Laboratories, Scotland) supplemented with
antibiotics (110 IU/ml of penicillin and 100µg/ml of streptomycin) at 37 ± 0.3 ◦C, 5% CO2, and
sub-cultivated once a week at a 1:3 ratio.
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2.2. Exposure System

Cells were exposed twice daily for 1 hours to a 7 Hz electromagnetic field at 100 mV using a com-
mercially available electromedical device (Vega Select 709) in a cells incubator under controlled
condition (37 ◦C and 5% CO2).

As a control experiment other sample of the same cells was placed in the cell incubator with no
field, in the same conditions of the exposed one.

No differences were detected between control and sham cells.

2.3. Fluorescence Microscopy

The fluorescence was monitored using a LEICA TCS 4D Confocal Microscope supplemented with
Argon Krypton laser and equipped with 40× 1.00 − 0.5 and 100 × 0.6 oil immersion lenses. Four
experiments were performed analysing a total 150 cells for each data point. Images were recorded
employing the pseudo-colour representation.

2.4. Immunofluorescence Assay

HaCaT cells were cultured in SFM medium, starting at a concentration of 6 × 105/ml. Exposed
cells were cultivated in the same conditions in the exposure system at 7 Hz electromagnetic field
for 72 hours. Cells were washed, air dried, fixed in paraformaldeide 4% in PBS for 15 minutes
and tested by indirect immunofluorescence for the presence of involucrin and β catenin. Antibody
against involucrin (Sigma) was used at 1:100 dilution, anti β catenin (Calbiochem) at a 1:500
dilution. After 45 minutes incubation in primary antibody, the slides were washed three times with
PBS, dried and stained with fluorescein — isothiocyanate- conjugated goat antiserum to human
immunoglobulin G (Amersham) at a dilution of 1:200. After further incubation for 45 minutes the
slides were washed and examined by fluorescence microscopy. Four different sets of experiments
were performed.

3. RESULTS AND DISCUSSION

Electromagnetic therapy is a treatment method in which an electromagnetic or magnetic stimulus
is used to achieve physiological changes in the cells, into specific organs or into the whole body.
The middle of the eighties was marked with the discovery by Blackman (Blackman et al. 1985)
and Liboff (1985) of a surprising phenomenon: a low frequency alternating (AC) magnetic field
(MF) changed free calcium concentration in nervous tissue only in the presence of a simultaneously
acting static (DC) MF. The most prominent effect was observed at the AC field frequency close to
the cyclotron frequency of a calcium ion. The cyclotron frequency is defined (Liboff, 1985) as

fC =
q

2πm
B0,

where q and m are the charge and mass of the ion, and B0 is the DC field. These works opened a
new line of research in Bioelectromagnetics.

There were three unexpected qualities in this phenomenon: 1) the necessity simultaneous action
of DC and AC MFs, 2) the resonance effect on cyclotron frequency, and 3) very small values of acting
MFs, measured with tens of µT , and extremely low frequencies of AC MFs, measured with several
tens of Hz. Therefore, these results evoked a suspicion in the scientific community. Afterwards,
many confirmations for these data were obtained in works performed on different objects and in
different experimental situations (Liboff et al. 1987; Lerchi et al. 1991; Blackman et al. 1994;
Zhadin et al. 1999; and others) which convinced the scientific community of the real existence of
the above effects.

The specific target of our study concerns the effectiveness of low frequency electromagnetic fields
treatment to modify biochemical properties of human keratinocytes (HaCaT).

Cells exposed to a 7Hz electromagnetic field 100 mV for one hour (twice daily), using a com-
mercially available wave generator (Vega Select 719) showed by Scanning Microscopy modification
in shape and morphology; these modifications were also associated to different actin distribution
revealed by phalloidin fluorescence analysis.

Indirect immunofluorescence with fluorescent antibodies against involucrin and β catenin, both
differentiation and adhesion markers, revealed an increase in involucrin (Fig. 1 and Tab. 1) and β
catenin (Fig. 2 and Tab. 1) expression, supporting that exposure to electromagnetic field carries
keratinocytes to an upper differentiation level.



904 PIERS Proceedings, Cambridge, USA, July 2–6, 2008

Such study confirmed our previous observation and support the hypothesis that 7Hz electro-
magnetic field, can modify cell biochemistry and interfere in differentiation and cellular adhesion
of normal keratinocytes.

Our results strongly suggests the possibility to use physical inputs such as electromagnetic or
magnetic field, in support to fight epithelial proliferation diseases, as well as all the deseases in
which cells are characterized to a lower differentiation state.

4. FIGURE LEGENDS

Figure shows modulation of involucrin expression in control (left Panel) and exposed cells (right
Panel).

Figure is representative of cells at 72 hours growth and exposure. The number of HaCaT cells
positive to indirect involucrin immunofluorescence is reported in Tab. 1.

Expression of β — catenin in control (left Panel) and exposed cells (right Panel). Figure is
representative of cells at 72 hours growth.

Table 1: HaCaT viability.

% Viable Cells
Control 90± 0.5

7Hz Exposed 88± 0.8
±S.D

Table 2: Involucrin and β catenin immunofluorescence positivity after 7Hz electromagnetic treatment.

%Positive Cells
Involucrin 58± 1
β Catenin 81± 1
±S.D
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Abstract— Ultra weak photon emission (UPE) in visible spectral region from human hands
was measured by low-noise photomultiplier system situated in light-tight darkroom. Dominant
hands of three subjects were measured for baseline value of photon emission and skin surface
temperature before, during and after the cooling of palms by ice cube. Example temperature
and UPE and dynamics are shown. Ratios of UPE and temperature values before and after
cooling are calculated. It is shown that the relation of the UPE intensity and skin surface
temperature is not linear or other processes are involved.

1. INTRODUCTION

Ultra weak spontaneous optical photon emission (UPE) arises from living organisms. It is also
called biophoton emission. It can be considered a part from the broad spectrum of endogenous
electromagnetic field generated by biological systems above thermal level ranging from few Hz to
the optical part of the spectrum [1–8]. Many experiments with cell cultures or parts of cells explored
the relation between UPE properties and various physical and non-physical parameters. However,
experiments looking for these relationships in human are not numerous. On of the most basic
questions is the relation between temperature and UPE. Nakamura and Hiramatsu [9] reported a
positive correlation between skin surface temperature and UPE intensity on the human hand while
changing the ambient temperature of air. However, Inaba [10] reported no correlation between
temperature and UPE of various hand locations. In these experiments no changes in ambient
temperature were introduced.

We report here results from measurements of the UPE and surface skin temperature of the hand
while cooling it with the ice block.

2. MATERIALS & METHODS

2.1. Materials
A special darkroom (2 m × 2m × 1m) and photon counting device were used to record photon
emission of the subjects. Walls and ceiling of that darkroom were covered with black matt paint.
The temperature of the dark room was registered before and after every set of measurement. The
darkroom could be vented. The darkroom had a bed inside and subjects could be easily measured
in lying or sitting position. The darkroom was built inside a control room without windows, and
separated by a light tight door and black matt curtain to ensure that there is no light leakage
to the dark room. The control room contained the electrical equipment (high voltage supply for
photomultiplier tube (PMT), PMT shutter and steering system), an active air moisture filter, a
cooling unit for PMT as well as a remote computer system for the photomultiplier. The control
room was illuminated by red light.

The photomultiplier tube (EMI 9235 QB, selected type) used could be manipulated in three
directions. It is a 52-mm diameter, especially selected, low noise, end window photomultiplier that
was mounted in a sealed housing under vacuum with a quartz window. An additional ring at the
front of the photomultiplier tube allowed measuring a 9-cm-diameter area at a fixed distance from
the body (70mm). The photomultiplier had a spectral sensitivity range of 160–630 nm. During
the experiments it was maintained at a low temperature of −25◦C in order to reduce the dark
current (electronic noise). Typical dark current (electronic noise) under these conditions was about
5 counts per second (cps). Temperature measurements were carried out on a defined point in the
middle of the palmar and dorsal side of the hand with a thermocouple thermometer with red LCD
display and sensitivity of 0.1◦C.
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Figure 1: Dimensions of the photomultiplier.

2.2. Methods
In 10 experiments, temperature changes of the hand have been induced by external cooling using
an ice cube. In all experiments UPE was recorded, however, temperature recordings were made
in 7 out of 10 exeriments. In the first part of the experiment, dark accommodated palm and
dorsal side of the subject’s dominant hand have been measured to obtain baseline values of UPE
and temperature under the stable temperature conditions. In the second part of the experiment, a
palm sized ice cube, covered with thin plastic to avoid the skin moistening during contact, was used
to cool down the palm side while the photon emission of dorsal side of the hand was measured. In
the third part of the experiment, the ice cube was removed to allow recovery of the temperature.
The UPE and the temperature have been measured directly after the removal of the ice as well as
during the recovery.

3. RESULTS EXPERIMENT

The results of the ice cooling experiments for the palmar and dorsal side of the dominant hand are
presented in Table 1 and 2, respectively. In the first three experiments only the UPE from dorsal
sides was measured, continuously, with small breaks for applying and removing ice. Recovery value
to baseline value ratio and ice value to baseline value ratio for the temperature for and the UPE
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Figure 2: Mc04 — typical dynamics of the UPE and the skin surface temperature of the cooling(ice under
the palm) and the recovery of the dorsal side of the hand. Photon signal with background noise already
subtracted. The 6th order polynomial fitting was used to connect the separate temperature values for better
visualization. It is should be noted that the rise and drop of temperature in the baseline period does not
correspond to the reality, it is just artifact of the fitting.
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is listed on the end of both tables. Baseline values correspond to the period before cooling, ice
values are measured just after the cooling, directly after the ice is removed and recovery values are
measured after 15 min recovery (no ice).

To compare the effect of cooling by ice and recovery values to baseline values, we introduced
ratios of these values for the UPE and temperature as well. Average ratios and the corresponding
standard deviations calculated from the values in the Tables 1 and 2 are provided in the Table 3.

Figure 2 presents the typical dynamics of UPE and skin surface temperature during cooling
(ice block under the palm) and recovery of the dorsal side of the hand. All the values of the UPE
intensity are in counts/s, background noise ∼ 5 c/s subtracted.

Table 1: Palm of the dominant hand. Skin surface temperature [◦C] and the UPE [c/s] — [number of
photons/s] — [counts/s] during the baseline measurement, right after the ice cooling (15 min) and after the
recovery from coldness (15 min). Background noise subtracted.

mc04 mc05 mc06 mc07 Ew01 sb01 sb02PALMAR 

SIDES °C c/s °C c/s °C c/s °C c/s °C c/s °C c/s °C c/s 

BASELINE 

15 minutes 
34 12.04 32.5 7.30 31.45 9.19 32.8 9.83 34.5 10.76 28 3.46 30 4.80

ICE 

15 minutes 
18.5 7.40 12.6 3.50 12 5.48 15.5 4.75 25 6.32 14 4.36 17 4.16

RECOVERY 

15 minutes 
34 11.65 32.5 5.11 29.50 9.10 32 7.84 32 8.69 27 1.44 32 5.66

T. – temperature 

P. - UPE 
T. P. T. P. T. P. T. P. T. P. T. P. T. P. 

Ratio 

recovery/baseline 
1.01 0.97 1.00 0.70 0.94 0.99 0.98 0.80 0.93 0.81 0.96 0.42 1.07 1.18

Ratio 

ice/baseline 
0.55 0.61 0.39 0.48 0.38 0.60 0.47 0.48 0.72 0.59 0.50 1.26 0.57 0.87

Table 2: Dorsal side of the dominant hand. Skin surface temperature [◦C] and the UPE [c/s] — [number of
photons/s].

mc01 mc02 mc03 mc04 mc05 mc06 mc07 ew01 sb01 sb0DORSAL 

SIDES c/s c/s c/s °C c/s °C c/s °C c/s °C c/s °C c/s °C c/s °C c/s

BASELINE 

15 minutes 
3.60 2.96 4.34 32.25 7.62 30.95 4.48 29.55 5.08 31.25 4.97 33 9.44 28.5 1.93 30 2.42

ICE 

15 minutes 
2.00 1.18 2.47 27 5.42 26.5 3.53 25.5 3.29 26.6 3.94 30 6.12 24 1.33 24 1.29

RECOVERY 

15 minutes 
2.27 3.29 2.62 32.1 7.00 30.2 3.05 25.00 5.02 28.8 3.88 30.5 7.11 24.5 2.23 27 1.38

T. – temperature 

P. - UPE 
P. P. P. T. P. T. P. T. P. T. P. T. P. T. P. T. P.

Ratio 

recovery/baseline 
0.63 1.11 0.60 1.00 0.92 0.98 0.68 0.85 0.99 0.92 0.78 0.92 0.75 0.86 1.16 0.90 0.57

Ratio ice/baseline 0.55 0.40 0.57 0.84 0.71 0.86 0.79 0.86 0.65 0.85 0.79 0.91 0.65 0.84 0.69 0.80 0.53

2
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Table 3: Average recovery/baseline and ice/baseline ratios of temperature.

RATIOS DORSALS PALMS

UPE Temperature UPE Temperature

recovery/baseline 0.82± 0.21 0.92± 0.06 0.84± 0.24 0.98± 0.05

ice/baseline 0.63± 0.12 0.85± 0.03 0.61± 0.28 0.51± 0.12

4. DISCUSSION & CONCLUSIONS

Positive correlation of the UPE intensity and the skin surface temperature from the dorsal and
the palmar side of the hand is clear. It confirms the finding of Nakamura et al. [9]. However,
they also found that higher oxygen content in the ambient air also increases the UPE intensity.
Recovery/baseline ratios of temperature are different from the recovery/baseline ratio for the UPE
(Table 3). This indicates that also other parameters than temperature are responsible for the
changes of the UPE intensity. The ice/baseline ratio of the UPE are nearly same for the dorsal and
palmar sides of the hand. However, the ice/baseline ratio of temerature is significantly different.
Another indication that also other processes than temperature are involved in the UPE dynamics
in cooling. The UPE intensity is also dependent on anatomic location — typical anatomic pattern
of UPE intensity was found [11, 12].

Laager et al. [13] found increased UPE of the wrist during the exercise relating it to the higher
ROS production in the tissue, since the surface skin temperature was still rising after the exercise
although the UPE intensity decreased and intensity was correlated more with oxygen uptake of the
measured subjects. They also found that heart beat does seem to correlate with the UPE intensity
in the rising period (during the exercise), but it does not correlate after the exercise ceased —
heartbeat drops but the UPE intensity rises.

Most of the measured data found in the literature concerning skin temperature and the UPE
intensity come from the hands. However, our preliminary measurements of the UPE and skin
temperature from 12 locations on the body shows that although correlation of temperature and
the UPE intensity is high on the hands, it is usually much lower or unstable on the other parts of
the body. We may conclude that generally, processes which are related to higher ROS production
are accompanied with increased UPE intensity. We can say there is a positive correlation of the
UPE intensity and the skin surface temperature when changing the temperature externally within
the physiological range on the hands. Further research focused on the measurement of UPE from
the other parts of the body is needed to elucidate whether the ROS reactions directly are the
main contributor to measured UPE intensity. Not only intensity of the UPE, but also statistical
parameters of photocount distribution should be of the high interest.
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